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ABSTRACT 

 

The ITER (not an acronym but Latin for “the Way”) International 

Organization (IO) is building a large-scale scientific experiment that is now 

under construction in Cadarache, France. The ITER Tokamak fusion reactor aims 

to demonstrate that it is possible to produce energy from fusion. The ITER’s 

power output goal is to deliver ten times the power it consumes. During its 

operational lifetime, ITER will test key technologies necessary for the next step: 

the demonstration fusion power plant that will prove that it is possible to capture 

fusion energy for commercial use. General information on the ITER project can 

be found at http://www.iter.org. 

The ITER reactor’s superconducting magnet systems create ~41GJ of stored 

magnetic field energy when fully energized. The consequences of such energy 

dissipating via electrical arcs under faulted conditions gives rise to safety 

concerns even though these fault events are extremely unlikely. As part of the 

ITER licensing procedure, and as a result of such safety concerns, this contract 

was established to benchmark a developing magnet safety analysis tool at 

Culham Centre for Fusion Energy against the MAGARC computer code.  

MAGARC was developed by the U.S. Idaho National Laboratory (INL) under 

the ITER Engineering Design Activity (EDA) Project and was applied to produce 

previous analyses, in order to support magnet fault and safety assessment 

(ITER_D_22HVG6 v1.4) for the ITER design description document. 

This contract report documents the completion of requested modifications to 

the MAGARC code by the ITER IO, a time-step size sensitivity analysis with 

MAGARC during an unmitigated quench event, a comparison of the modeling 

approaches taken in developing MAGARC and the CCFE analysis package, and 

the data required for the benchmarking activity for these codes. 
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Final report on the MAGARC software consulting 
support contract (WFO No. 15904) for ITER magnet 

safety assessment 

 

1. Introduction 

The ITER (not an acronym but Latin for “the Way”) International Organization (IO) is building a 

large-scale scientific experiment that is now under construction in Cadarache, France. The ITER 

Tokamak fusion reactor aims to demonstrate that it is possible to produce energy from fusion. The ITER’s 

power output goal is to deliver ten times more power than it consumes. During its operational lifetime, 

ITER will test key technologies necessary for the next step: the demonstration fusion power plant 

(DEMO).  DEMO will prove that it is possible to capture fusion energy for commercial use. General 

information on the ITER project can be found at http://www.iter.org. 

The ITER reactor contains a superconducting magnet system that consists of 18 Toroidal Field (TF) 

coils, 6 Poloidal Field (PF) coils, a Central Solenoid (CS), 18 Correction Coils (CC) and a Feeder System. 

The amount of magnetic energy stored in the ITER superconducting magnets is up to ~41GJ in the TF 

coils and ~10GJ in the PF coils and the CS. The consequences of such energy dissipating via electrical 

arcs under faulted conditions gives rise to safety concerns even though the fault events are extremely 

unlikely. As part of ITER licensing procedure, and as a result of such safety concerns, the Groupe 

Permanente (GP), the advisory experts to the Nuclear Safety Agency (the French regulatory authority) 

requested a qualified/updated analysis for the electromagnetic safety concerns associated with such arcs.  

The ITER contract (ITER/CT/13/4300000813) ‘Electromagnetic Assessments of ITER Magnets in 

Safety-related Fault Conditions’ is currently underway at Culham Centre for Fusion Energy (CCFE) in 

the United Kingdom. One of the objectives of the contract is to develop an analysis package of magnet 

safety.  The MAGARC computer code [1,2,3], which uses 3-D heat conduction equations and a resistive 

circuit network to account for the arcing, bypass currents, magnet melting, and heat conduction, was 

developed by the U.S. Idaho National Laboratory (INL) under the ITER Engineering Design Activity 

(EDA) Project and was applied to produce previous analyses, in order to support magnet fault and safety 

assessment (ITER_D_22HVG6 v1.4) found in the ITER design description document. 

A preliminary benchmark of the CCFE analysis package noted, in some cases, that the MAGARC 

software calculation results, e.g. the number of arcs, are sensitive to time-step size variation. This 

indicates that the convergence criterion and control implemented by the MAGARC software should be 

studied further and perhaps modified in order to enhance the stability of its calculations. Addressing this 

problem will validate previous analyses and ensure a proper benchmark with the CCFE analysis package.   

To this end, an INL Work-for-Others (WFO) contract was developed between the ITER IO and the 

INL for the purpose of conducting software consulting for the MAGARC code as a supplementary 

activity to the above referenced ITER contract ‘Electromagnetic Assessments of ITER Magnets in Safety-

related Fault Conditions’. The essential goals of this contract are: 

1) To consult and validate the MAGARC code that performed previous analysis for ITER coil 

fault events and as appropriate update and/or modify the MAGARC code; and  

2) For the INL to consult with CCFE on benchmarking and validating of the analysis package 

developed being developed by CCFE for the assessment of ITER magnet arcing safety. 

This consultation contract will proceed under the following three Tasks: 
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Task-1: Perform a sensitivity study for the MAGARC code; 

Task-2: Implement additional updates to the MAGARC code; and 

Task-3: Assist CCFE in performing benchmark activity with MAGARC by supplying CCFE with 

MAGARC resulting software predictions as performed under this WFO. 

This report documents the work conducted under this contract for these Tasks.  The following 

sections are identified by the above task descriptions.  The final section contains a summary of the work 

conducted under this contract. 

 

2. Task #1: Sensitivity study for the MAGARC code 

Ref [4] documents the results of a preliminary sensitivity study with the MAGARC toroidal field 

(TF) coil code. This sensitivity study investigated found convergence issues for the MAGARC code.   

The findings of this study were that: 

1) Decreasing the MAGARC’s maximum allowed time-step size produced dramatic changes in 

calculated results, e.g. the number of arcs,  

2) A calculation could halt in the middle of problem execution with the symptom of a large 

voltage spike reported across the magnet’s leads, causing the code to exceed its set limits for 

that input model and terminating; and 

3) Once an in-line arc is initiated, it stays on regardless of what the end time is set to for the 

calculation or even if the magnet current is predicted to leave the magnet by way of the 

magnet’s busbars. 

The agreed upon work-scope under this Task is: 

1) Submit a work plan to the ITER IO within 30 days after the initial contact signature date 

containing the resource distribution estimated for each deliverable, 

2) Travel to CCFE in Abingdon, UK for a meeting.  At this one week long meeting, provide 

CCFE with details on MAGARC code's structure and models, and 

3) Perform the required code modifications that remedy the problems identified by the CCFE’s 

sensitivity study, and produce a preliminary summary report on the improvements and updates 

to MAGARC 

 

2.1 Progress under Task #1 

 

2.1.1 Work plan for this contract 

 

An initial work-plan was presented at a Kick-off-Meeting (KoM) held November 30
th
, 2015.  This 

work-plan was discussed and revised at the request of the ITER IO.  The work plan contains a discussion 

of the work-scope under this contract, the estimated resources to accomplish this work-scope and a 

schedule to complete the contract.  The work plan has been included as Appendix A to this report. 
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2.1.2 Kick-off-meeting 

 

During the week of November 30
th
 to December 4

th
, 2015, a KoM was held at CCFE.  Besides 

presenting an initial work-plan for this contract, a PowerPoint presentation was developed and presented 

at working meetings during the KoM that detailed the capabilities of MAGARC-TF.  This presentation 

has been included as Appendix B of this report.  In addition to these meetings, with the help of Dr. 

Shanliang Zheng of CCFE, work on comparing the MAGARC and CCFE analysis package capabilities 

was conducted that produced a preliminary side-by-side capabilities comparison table of these computer 

codes.  This Table will be discussed in Section 3 of this report. 

 

2.1.3 Required code modifications that remedy the problems identified by the 
CCFE’s sensitivity study 

 

As stated in the introduction, Ref [4] conducted a sensitivity study on the MAGARC-TF code predicted 

transient results as a function of the adopted time-step size, in particular: 1) the number of predicted arcs 

(inline and gap arcs) that develop, 2) fraction of magnet quenched and the voltage drop at the magnet’s 

leads (busbars).  The MAGARC code allows the user to specify a maximum and minimum time-step size 

for a given calculation.  In between these time-step limits, the code will adjust the time-step to ensure that 

no more than a 10% change in material enthalpy occurs during any given time-step.  If that occurs, the 

time-stepping logic cuts the time-step by half and attempts to repeat the time-step.  This logic also tries to 

strive for an optimum time-step size based on the number of iterations required to converge the three-

dimensional (3D) structural heat conduction solution (i.e., temperatures) for the magnet.  If convergence 

occurs in fewer than 50 iterations, the time-step is increased by 10% for the next step. 

 

The most challenging problem in modeling unmitigated quench events for the MAGARC code is 

solving the steady-state voltage equations for the magnet’s structure (e.g. the radial support plates and coil 

case).  An added difficulty arises when solving the voltage equations by the large electrical property 

change produced by simulated arcs.  The original strategy adopted to cope with this problem was to 

dampen the electrical conductance change in time for the grid location containing an arc by taking 90% of 

the value at the start of the previous time-step and 10% of the value at the start of the present time-step to 

advance the solution to the next time-step.  Because the weighting of this time-dampening was not a 

function of time-step size, forcing MAGARC to take smaller time-steps only produced different results 

with time.  Removing this time dampening may lead to numerical instabilities and would not really solve 

this time-step size issue because the voltage equations are steady state and produce instantaneous voltage 

changes in time regardless of the time-step size.  To resolve this issue and allow for proper consistency 

when repeating a time-step, a heuristic approach has now been adopted that allows the arc conductance to 

change linearly over a user specified time interval.  Ref [5] states that “The total ignition time for electric 

arc lengths of 4-5 mm and gas pressure of 40 mbar is approx. 0.1 – 0.2 s”.  A natural choice would be 150 

ms for an arc initiation model, but for this sensitivity study, a value of 15 ms was chosen to uncover any 

additional stability issues associated with taking this approach.  The changes made to MAGARC for 

repeating a time-step and arc initiation time are shown in Appendix C, which contains a side-by-side 

comparison of the modified and original FORTRAN code. 

 

The test case that halted in the middle of problem execution with a large voltage spike reported across 

the magnet’s leads is symptomatic of the Bi-conjugate iterative method becoming unstable (e.g. 

dramatically diverges instead of converging) during an attempt to solve the voltage equations.  This is a 

well-known problem associated with this Krylov iterative method that was discovered and remedied by 

the author when developing a version of MAGARC for busbar arcing predictions.  The fix was to apply a 
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second Krylov method called the Generalized Minimum Residual (GMRES) method if the Bi-conjugate 

gradient iterative method failed to converge.  GMRES converges much slower than the Bi-conjugate 

gradient and has a tendency to “stall out” or stop converging after a high number of iterations.  But 

repeated application of these solvers per time-step appears to provide the best solution to these problems.  

The modifications made to MAGARC to apply these solvers are presented in Appendix C.  Like the Bi-

conjugate gradient routines, the GMRES subroutines were also obtained from Ref [6]. 

 

The final issue of inline (+ bypass) arcs remaining on in time even after the current is predicted to 

leave the magnet was a bug in the code.  The variable being reported is actually the number of locations 

of first melt detected along the magnet conductor, which is also taken by MAGARC to be the location 

where an inline or bypass arc exists, if current is still being applied to the magnet.  The code was 

corrected by setting this variable to zero once the current leaves the magnet.  As such, the arc velocity in 

MAGARC equals that of the conductor melt front.  Ref [5] suggests a simple arc velocity which can be 

considered for implementing in MAGARC instead of the melt front velocity in future work if the Sponsor 

desires this change. 

 

2.1.4 Repeat of CCFE’s sensitivity study 

 

As reported in Ref [4], a time-step size sensitivity study was conducted with the previous version of 

the MAGARC TF code.  Table 1 contains the various cases that were investigated.  The maximum time-

step size was varied between 1x10
-3

 to 5x10
-2

 s for transient time of 150 s, when a current is being applied 

to the magnet; otherwise, the maximum time-step allowed is 5 s.  This table contains a list of end-times 

that MAGARC stopped on and the number of steps taken to reach that end-time.  As can be seen, all of 

the cases terminated normally for the present modified version of MAGARC code.  Where the reported 

number of steps by CCFE came from is unknown at this time.  The number of time-steps taken by 

MAGARC is printed to screen and doesn’t appear in any other output files.  It appears that the number 

being reported by CCFE is the number of output lines found in MAGARC’s plot files.  Because the plot 

intervals are every 100 time-steps, a more accurate estimation of the number of time-steps taken by 

MAGARC would be ~100 times larger than that reported by CCFE, or more accurately two plus 100 

times the number of plot lines minus two (i.e. number of steps ~ 100 x (CCFE Steps-2) + 2).   The 

reported INL quantities highlighted in yellow are those estimated from the plot output files for that case.  

The INL quantities highlighted in blue are those printed to the computer screen by MAGARC at problem 

termination. 

 

Table 1. CCFE sensitivity case study table reproduced from Ref [4]. 

Test cases Dtmin 

(s) 

Dtmax 

(s) 

Time length (s) Steps 

CCFE INL CCFE INL 

Test1 1x10
-6

 2x10
-2

 150.10 150.02 125 13402 

Test2 1x10
-6

 2x10
-3

 150.05 150.05 643 40702 

Test3 5x10
-7

 2x10
-2

 150.12 150.10 124 13302 

Test4 1x10
-7

 2x10
-2

 150.87 150.10 122 13302 

Test5 1x10
-6

 1x10
-3

 150.29 150.05 598 77002 

Test6 1x10
-6

 5x10
-3

 29.47 150.06 62 20802 

Test7 1x10
-6

 5x10
-2

 150.07 150.01 111 12002 
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Test8 1x10
-6

 1x10
-2

 150.03 150.25 1922 15467 

 

Figs 1 through 8 contain the MGARC predicted number of gap arcs, number of inline plus bypass 

arcs, voltage drop across the magnet, fraction of magnet conductor quenched, energy deposited in the 

magnet from resistive and arc heating, the energy deposited in the magnet by arc heating, the volume of 

steel plus copper melt and the predicted magnet current, respectively, for the eight cases examined.  As 

can be seen, the predicted number of inline plus bypass arcs, quench fraction and coil currents are not 

very time-step sensitive.  The number of gap arcs is the most time-step size sensitive prediction, 

especially prior to 50 s.  But this variable appears to have better agreement for maximum time-steps less 

than or equal to 2 ms, as do all of the other predicted quantities as well.  It makes sense that a smaller 

time-step size would produce more consistent results given the time-explicit heat transfer coupling 

between the MAGARC magnet conductor and structure heat conduction models (note Section 3.1.3).  

However, it might also be instructive to assess the impact that the allowed enthalpy-change per time-step 

and arc initiation-time have on this sensitivity study. 

It can also be seen in Fig 3 that there is not a large voltage spike reported by MAGARC for Case 6, 

indicating that the present modifications have solved this problem.  It is also worth noting the connection 

between this variable and the number of inline plus bypass arcs reported in Fig 2.  Once the number of 

these arcs reaches 14, MAGARC is predicting that there are bypass arcs in all seven pancakes.  This 

means that the preferred current conduction path between the first and seventh pancakes is by way of gap 

arcs between radial plates of all seven pancakes, that is a short circuit of all of the magnet windings 

between the first bypass arc and last bypass arc, with the only resistance to ground being that portion of 

the conductor attached directly to the last bypass arc and the magnet’s outlet lead. 
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Figure 1. Number of gap arcs predicted for CCFE sensitivity study. 

 
Figure 2. Number of inline plus bypass arcs predicted for CCFE sensitivity study.  
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Figure 3. Voltage drop across magnet leads predicted for CCFE sensitivity study. 

 
Figure 4. Quench fraction predicted for CCFE sensitivity study.  
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Figure 5. Total energy (resitive + arc) deposited in magnet for CCFE sensitivity study. 

 
Figure 6. Arc energy deposited in magnet for CCFE sensitivity study.  
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Figure 7.Total melt volume predicted for CCFE sensitivity study. 

 
Figure 8. Magnet current predicted for CCFE sensitivity study.  
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3. Task #2: Implement additional updates/modifications to the 
MAGARC code 

 

The primary activities under this task are to: 

Become familiar with CCFE analysis package capabilities and report to CCFE on how it compares to the 

MAGARC code, 

 

1) Propose additional updates/modifications to MAGARC & CCFE software models that would 

allow a more correct code comparison, 

2) Perform the required code updates/modifications necessary to simulate the latest ITER 

Toroidal Field magnet's configuration, and 

3) Product of this task is to produce a final report comparing MAGARC software and CCFE 

magnet safety analysis package capabilities and detailing any MAGARC code improvements.  

This progress report is a preliminary version of this final report that will be delivered at the 

end of the contract. 

 

During the KoM at CCFE, a modeling or capabilities comparison table was developed, in 

collaboration with Dr. Shanliang Zheng from CCFE, documenting the modeling approach taken in the 

MAGARC code and the CCFE analysis package in five areas.  This table is included here in the following 

sub-sections.  It is a preliminary comparison at this time; but this information, along with additional 

reporting found in each sub-section, constitutes the documentation of the comparison of MAGARC and 

CCFE analysis package capabilities that is required under this contract. 

 

3.1 Comparison of MAGARC and CCFE models 

 

3.1.1 Modeling geometry and numerical solution scheme 

 

The MAGARC code contains two grid geometries.  The first is a one dimensional (1D) computational 

geometry for the conductor that models the superconducting cable from the location it enters the magnet 

in the first pancake until it exits the magnet in the last pancake.  The conductor model treats: 

1) Conductor heat conduction to yield conductor temperature increase and copper 

melting/vaporization due to resistive heating by the supplied coil current and inline or bypass 

arcs, 

2) Conductor quenching, and 

3) The location and movement of inline and bypass arcs. 

The second is a three-dimensional (3D) rectangular Cartesian computational geometry that simulates 

the magnet structure, in particular the magnet’s coil case and pancake’s radial support plates. The magnet 

structural grid treats: 
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1) Structure heat conduction to predict structural temperature increase from heat transfer with 

conductor, resistive heating from induced or bypass currents, heat transfer between the 

conductor and radial plates, gap arcs and steel melting/vaporization, 

2) The location of structure insulation failures that allow gap arcs to form, 

3) Voltages produced by applied currents, that is the magnet’s current resulting by bypass arcs in 

the pancake’s conductor, and gap arcs between pancakes, and 

4) Induced currents from the electromagnetic decay of the TF coils magnetic field. 

 

These two models are coupled 1:1 in the axial (along the conductor) direction.  And they 

communicate by passing temperature, heat flux and arc current location information during a transient 

calculation. 

As can be seen from Table 2, the CCFE analysis package has a curvilinear computational geometry.  

Here the conductor and structure are modeled in the same grid structure in much finer detail than in 

MAGARC.  The applied currents flow in a resistive network that couples with the conductor and structure 

of the magnet, unlike MAGARC that divided the modeling between the conductor and structure models.  

Material melting is treated in all computation zones.  But it is unclear if material vaporization is included.  

Gap arcs are included in the resistive network model.  An electromagnetic model of induced eddy 

currents is not included.  There is a fundamental difference in logic for arcs between the conductor and 

structure of the magnet that will be discussed the Section 3.1.5. 

 

  



 

 12 

Table 2. Comparison between MAGARC and CCFE analysis package modeling geometries. 
 MAGARC CCFE model Note 

Geometry Geometric shape (length: 34 m) 

 
 

Nodalization 

 

3-D grid: 21 (X) × 19 (Y) × 100 (Z) 

 

1-1/2D grid: 100 × 134 (total length 

134 x 34m) 

Geometric shape (length: 34 m ) 

   
 

 

Cross-

section 

dimension  

comparable 

Materials Cable: volume weighted conduit, 

insulation & stainless steel (SS) 

jacket 

Radial plate & coil case: SS & 

insulation  

Detailed material properties see 

Section 3.1.3 

 

The CICC conductor materials are 

mixed with Nb3Sn, copper with void 

fraction to represent helium coolant 

tube in the centre. (volume fraction) 

The insulation layer outside the 

conductor is modelled specifically. 

(glass-epoxy) 

The radial plate is SS. 

Comparable 

Mesh 3D structure cells: 

Δx= 5.1, Δy= 5.4, Δz= 34 cm in 

pancakes 

 

1-1/2D conductor cable: 

Radius=2 cm, Δz= 34 cm 

Divided in length (poloidal D-shape): 

ANSYS meshing? 

Different mesh size for thermal and 

electrical 

Comparable 

Boundary 

conditions 

Cable: heat loss to 3-D grid 

Support structure: re-entrant in Z, 

radiation to 4 K case surface 

(X&Y) 

The boundary condition is applied to 

represent the spiral coil winding  

 

Comparable 
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Time step < 5x10
-3

 s < 0.25sec Sensitivity 
Numerical 
assumption 

Equilibrium electric field at each 
time step.  All other variables 
advanced implicitly in time, with 
heat conduction coupling between 
conductor and structure meshes 
advanced explicitly in time 

Equilibrium electric field sub-stepped 
in time to match heat conduction 
implicit time-step. 

 

 

 

3.1.2 Magnet quench modeling 

 

MAGARC was originally developed with a numerical quench model that treated heat transfer and 

fluid flow between the cryogenic helium and the copper cable strands.  However given the size and nature 

of the problem to be addressed during an unmitigated quench event, this model was dropped in favor of a 

more heuristic model based on a user specified constant quench front propagation velocity.  This velocity 

is taken to be 5 m/s based on MAGS computer code simulations found in Ref [7]. 

At the start of a given problem execution, MAGARC will use a user specified original quench 

location to calculate the time to quench for the entire magnet, based on the distance a given conductor 

grid point is from this original quench location, both in the direction of, and opposite to, magnet current 

flow.  If this was the only mechanism that affects conductor quench, then the estimated time for an ITER 

TF coil to completely quench would be ~ 400 s.  However, 3D heat conduction in the magnet will cause 

earlier quenching of conductor locations both within the same pancake and in the pancakes adjacent to the 

original quench location.  In addition, the energy transfer by conduction is accelerated by the presence of 

arcs that not only deposit MW of power locally, but result in high amperage currents flowing in the radial 

support plates that resistively heat these structures.  There is also a third mechanism that accelerates 

conductor quenching and that is induced eddy currents that resistively heat radial support plates, and there 

by conductors, in pancakes that are not experiencing arcing as the magnetic field of this magnet decays.  

Fig. 9 illustrates the predicted impact that these induced currents have on magnet quenching. 

To account for these mechanisms during a calculation, at each computation time-step the MAGARC 

code searches the conductor of each pancake starting at its leads both in the direction of, and opposite to, 

current flow.  If the conductor location is found with the temperature exceeding the super conductor’s 

critical temperature, or the time to quench based on the assumed user specified quench velocity, then from 

that location, new quench times are calculated based on the distance other conductor locations are in this 

pancake from these new quench points.  Once these criteria for a conductor grid point to quench have 

been exceeded, then the resistivity of that grid location’s conductor changes from zero (a superconducting 

state) to that of copper at that location’s temperature. 

The CCFE quench model uses an analytically derived quench propagation velocity based on the work 

of Ref [8].  The model of Ref [8] was available at the time the decision was made to modify MAGARC’s 

quench model to the one described above.  However, the model of Ref [8] was not adopted for MAGARC 

because of the need for the user to specify an initial quench length for the model of Ref [8].  The initial 

length seemed arbitrary and could produce any desired result.  But perhaps this is a misunderstanding of 

the model on this author’s part; and it would be possible to add the MIT quench velocity in future work if 

the ITER IO desires this feature added to MAGARC. 
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Figure 9. Comparison of MAGARC predicted magnet quench with and without induced eddy currents in 

the radial support plates.  
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Table 3. Comparison of MAGARC and CCFE analysis package quench models. 
 MAGARC CCFE model Note 

Quench 

physics 

Quench velocity 

based on detailed 

MAGS code 

performed by KIT.  

This code includes 

the physics of 

conductor 

conduction, helium 

convection and 

helium mass, 

momentum and 

energy conservation. 

Calculation based on 

ITER EDA TF coil 

that gave a quench 

velocity driven by 

helium convection of 

~ 5 m/s 

the MacQuench analytical approach developed by 

MIT. 

the conductor is homogenised using a rule of 

mixtures calculation based on that same conductor 

constituent property namely, copper, Nb3Sn and 

helium. As shown in Fig. 10, the enthalpy of the 

conductor is calculated from the specific heats and 

densities, and the heat of fusion for copper added 

over a 5-degree temperature change above the 

melting temperature (1356K) to account for copper 

phase change.  

 

 

 

Quench 

initiation 

criteria 

T  11.7K T  10K Can be 

unified if ITER 

desires 

Initiating 

quench 

size 

Axial dimension of 

3D cell = 34 m/100 

or 34 cm 

Variable: 5 cm – 3 m (sensitivity study) Comparable 

Quench 

velocity 

Constant quench 

velocity: 5 m/s 

Quench velocity 

𝑉𝑞(𝑡) = 0.766 (
2𝑑ℎ

𝑓
)

1

5
(
𝑅𝐿𝑞𝛼𝑜𝐽

2

𝑐𝑜
)
1

𝑡1/5
  

dh the hydraulic diameter; f the friction factor; 

co the speed of sound in helium; 

R the gas constant for helium; 

Lq the initial quench length; 

J the current density; 

t the time 

α0 a fitting parameter used during the specific heat 

linearization step 

Can be 

unified if ITER 

desires, but is 

a minor 

difference for 

unmitigated 

quench 

events 

Coupling 

method  

Time to quench is 

calculated from 

starting from initial 

quench location. 

Each 1-1/2 D 

location quenches 

on time or T>Tc 

whichever occurs 

first 

Quench causes temperature and resistivity change. 

Temperature is taken by thermal conduction to 

further initiate new quench in adjacent turns; 

resistivity change results in increased joule heating 

and electrical responses (voltage and current). 
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3.1.3 Heat conduction and thermal material properties 

 

In MAGARC, the heat conduction equations are advanced in time by first solving the 1-1/2D 

conductor equations to determine conductor temperatures everywhere in the magnet based on the 3D 

structure grid temperatures at the start of a given time-step (see Appendix B for grid definitions).  Once 

new conductor temperatures are obtained at each 1-1/2D grid location, these temperatures, and those used 

from the 3D grid at the start of the time-step, are used to calculate the power exchanged between the 

corresponding conductor and radial support plate grid locations.  This radially conducted power exchange 

represents the 1/2D designation of the 1D conductor heat conduction model in MAGARC [1].  Based on 

these power exchange terms, the 3D structure heat conduction equations are advanced in time to obtain 

the structure temperatures at the end of the time-step.  As can be seen, MAGARC contains a semi-implicit 

scheme for advancing its conduction equations since there is no attempt to converge the energy exchange 

terms between the 1-1/2D and 3D conduction models in time.  However, energy is still being correctly 

conserved between the two heat conduction models and as long as time-step sizes are small, numerical 

oscillations or instabilities should not develop. 

Resistive heating of copper or stainless steel structures based on applied currents (+ induced currents 

for steel) are calculated from temperature dependent material resistivity equations and the current at each 

grid point in both conduction models.  The power from arcs into or out of the conductor cable is equally 

split between the 1-1/2D and 3D conduction models at the predicted arc location.  The power from arcs 

that form at gaps between radial plates is equally split between the adjacent radial plates at the grid 

locations where the arc is predicted to form. 

The material properties used in MAGARC’s heat conduction models are shown in Fig. 10, along with 

those of the CCFE analysis package for comparison.  It can be noted that there is good agreement 

between the material properties below melting, except for the glass epoxy (GE) insulation’s thermal 

conductivity.  The GE insulation thermal conductivity used in MAGARC is that measured by Ref [9]. 

Above melting, heats of fusion and vaporization are accounted in MAGARC for copper and steel.  

For melting, the heat of fusion is treated as a specific heat capacity over an arbitrary temperature range of 

1 K.  Prior to the KoM, the heat of vaporization was treated in the same manner at a material temperature 

of 4500 K.  This temperature is approximately the saturation temperature of liquid iron at a pressure of 

120 bar based on extrapolating iron saturation pressure information given in Ref [10].  An arc pressure of 
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120 bar was measured by Ref [5] for an arc current of 1.5 kA (see Fig. 5.12 in Ref [5]).  After the KoM, it 

was decided that the heat of vaporization should be applied over the range from melting to 4500 K (120 

bar arc pressure) to be more representative of actual time dependent arcing conditions.  This change 

appears in Fig. 10 as a constant specific heat capacity over this temperature range. 

CCFE’s analysis package iteratively solves all of the magnet temperatures in time, both conductor 

and magnet structure, when advancing the conduction solution.  This should allow this package to take 

larger time-steps than the MAGARC code.  However, it appears that in the CCFE analysis package that 

the electrical model is advanced by a sub-step method (i.e., smaller time-steps than the heat conduction 

solution) to avoid numerical instabilities, which is also a time explicit solution method.  So this package is 

not completely implicit either.  At this time, the author is not aware of how the CCFE analysis package 

treats material melting and vaporization.  This is a significant difference in the models that must be 

clarified by CCFE. 

Additional side-by-side comparisons of these two thermal models are contained in Table 4. 

 

 
 

Figure 10. Thermal conduction materials properties comparison between MAGARC and CCFE model. 
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Table 4. Comparison of MAGARC and CCFE analysis package heat conduction models. 
 MAGARC CCFE model Note 

Thermal 

conduction 

3D conduction in radial plates, coil case 

and gap insulation.  1-1/2D axial and 

radial conduction for cable and cable 

insulation 

3D heat conduction 

equations to simulate the 

thermal response of the 

radial plates, coil case, and 

associated glass-epoxy (GE) 

insulation 

Comparable 

Thermal 

power 

Resistive heating based on coil current 

distribution accounting for quenched 

conductor, structure currents and inline, 

bypass and gap arcs, and eddy currents 

induced by decaying magnetic fields. 

 

Quench & electrical 

 

Electrical resistivity, which is 

a strong function of 

temperature, is then 

computed at a sub-step level 

within the thermal model to 

calculate model heating. 

Gap arc power between 

conductor an structure 

modelled 

Magnet 

arcing 

assumptions 

are not 

comparable 

Temperature    

Molten 

material 

Cu and SS heats of fusion at melting 

temperatures, respectively. Heat of 

vaporization accounted for over 

temperature range from melting to 4500 

K (approximate Fe saturation pressure at 

120 bar seen in Kronhardt’s experiments 

[5]) 

Uncertain how material 

melting and vaporization are 

treated 

 

Coupling 

method 

Support structure and cable thermal and 

electrical grids are coupled 1:1 through 

heat conduction, voltage and 

electromagnetics calculations 

Temperature transferred to 

change resistivity so that 

current changes accordingly; 

the current changes cause 

further temperature change 
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3.1.4 Electromagnetic modeling approaches 

 

The MAGARC code solves the vector potential form of Maxwell’s equations to predict the magnet’s 

magnetic field and a steady state conservation of current equation to predict the magnet’s voltage 

potential.  These equations are finite difference in space and time and are solved on the same grid 

structure as the heat conduction equations (see Appendix B for grid definitions). 

The current source used to advance the magnetic field potentials is the current flowing in the 

superconducting cables.  These potentials are initialized at the start of a calculation by executing a 

transient until a steady-state-equilibrium has been achieved.  During the accident calculation, as the 

magnet current resistively decays, the associated change in these vector potentials will induce currents in 

the steel structures of the magnet in an attempt to conserve magnetic field energy. When bypass arcs 

(Section 3.1.5 contains a discussion on the arc progression logic of the MAGARC code) form between 

the conductor and radial plates, the current flowing in the radial plates replaces the current source in the 

magnetic field potential equations, simulating the short circuit of the section of conductor between two 

bypass arcs. 

MAGARC’s voltage potential equations only simulate the voltage response of the magnet’s winding 

support structures (i.e., the pancake radial support plates and coil case), and are cast in the form of a 

resistive network (note Appendix B for an explanation).  Arcs are modeled in this voltage network as a 

current source or sink, or as resistors in the case of arcs that form in the gap between adjacent pancakes 

where the glass epoxy (GE) insulation fails as a result of high temperatures. 

At each time-step, the conductance(s) of the magnetic and voltage potential equations are updated for 

changing temperature and the presence of arcs.  The voltage potential equations are solved first by 

MAGARC for the new time voltage potentials, which are then used to advance the magnetic vector 

potential equations.  The electrical resistivity of the materials modeled by MAGARC appears in Fig. 11, 

where they are also compared to those used by the CCFE analysis package.  The insulation resistivity 

equation in MAGARC was developed by Ref [11] based on experimental data.  The CCFE analysis 

package does not consider the resistance of the GE insulation for some unknown reason.  MAGARC 

models only the insulation in the gaps between adjacent pancakes or between pancakes and the coil case.  

Because MAGARC does not treat electrical conduction between the windings and the support plates, 

MAGARC and the CCFE model are similar in this area at this time. 

The CCFE analysis package also models the voltages that develop in the magnet during this 

unmitigated quench with a resistive network model.  Like MAGARC, an arc is modeled as a time-varying 

resistor in this package, which resistor has the arc resistance derived from arc voltage-current 

characteristics equations, such as that proposed by Ref [5].  However, the CCFE package does not include 

a model for induced currents in the magnet’s radial plates.  As was shown in Section 3.1.3, magnetically 

induced currents are an important factor in correctly predicting magnet quench.  But it should be possible 

for CCFE to approximate the induced currents from the CCFE analysis package’s electrical circuit model 

for the TF coil system if CCFE desires to do so. 

Additional side-by-side comparisons can be found for these two models in Table 5. 
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Figure 11. Electrical materials properties comparison between MAGARC and CCFE model. 
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Table 5. Comparison of MAGARC and CCFE analysis package electrical/magnetic models 
 MAGARC CCFE model Note 

Electrical 

network 

Maxwell’s Equations solved 

for induced eddy currents 

on 3D support structure 

gird.  Scalar potential 

(voltage) also solved on this 

same grid based on 

conservation of applied 

currents (coil current arcing 

into and out of the coil). 

General lumped circuit elements are used to 

represent the electrical network external to the 

magnet system and can be connected with a high 

resolution thermal-electric finite element model of a 

coil to simulate the coupled field interaction. 

 

Voltage Voltages included cable 

inline and bypass arcs and 

radial plate gap arcs 

instantaneously change 

each time step to match 

evolving conditions 

Does not model inline or bypass arcs. Gap arcs 

between the conductor and radial plates are 

modelled. 

 

Current Structural currents based 

on voltage calculations for a 

source and sink current 

equal to the TF coil’s time 

dependent applied current 

and eddy currents as TF 

coil currents decay 

Structural currents are calculated by the resistive 

network model.  Eddy currents are not modelled. 

 

Resistivity 

variation 

Varies in time and space 

based on material 

temperature and arcs 

The temperature rise in the thermal elements leads 

to the resistances variation in the electrical elements 

to result in the current change which has a feedback 

impact on the thermal elements again.  

 

 

Coupling Resistive heating at every 

node in 3D structure and 1-

1/2D cable network is 

calculated by Q = ΔVI for 

arcs and applied and 

induced currents 

Shown below, current density rather than joule 

heating is selected as the coupling parameter due to 

its slow temporal evolution relative to temperature 

rises in the conductor; 

To ensure continuity of the conductor, electrical and 

thermal contacts are made by coupling the voltage 

and temperature of neighbouring turn terminals. 

Note that this way of “numerically” shorting different 

turns is a way to simplify the transition areas that 

occurs in the model from turn to turn. The last turn, 

which is electrically grounded, is connected to the 
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first one through the external electrical network. In its 

simplest version an inductor can be used to supply a 

prescribed current (i.e. system current upon initiation 

of the quench) and characterise the magnetic energy 

stored in the remaining coils. 

 
External 

magnetic 

field 

Electromagnetic equations 

solved with boundary 

conditions from the Biot-

Savart law 

Not included in CCFE analysis package  

Effect 

coupling 

Boundary conditions scale 

linearly with coil current.  No 

coupling with electrical 

circuit equation models 

representing the magnet 

system 

CCFE analysis package solves electrical circuit 

equations to determine the coupling of the quenching 

magnet to the remainder of the TF coil set 

 

 

 

3.1.5 Arcing models and assumptions 

 

In MAGARC, an arc is assumed to develop once a given cable location begins to melt.  Since that arc 

is between two ends of a failed section of conductor, it has been called an inline arc.  As the accident 

progresses, in theory this inline arc should grow in length, fail the conductor’s steel conduit by melting, 

expand in radius, and contact the radial plate that supports the cable allowing a portion of the arc’s current 

to flow in the radial plate.  Because of the larger cross-sectional area of the radial plate, the resistance to 

current flow in the plate will be less than inside the arc.  Thus, this current share arrangement between the 

arc and radial plate will push more current to flow into the plate as the inline arc grows in length and 

thereby in its resistance.  At a given inline arc length, most of, if not all of, the current will flow through 

the radial plate bypassing the conductor channel and re-entering the conductor at the other end of the 

inline are region. At given length, the current flowing in the inline arc will not support plasma and the 

inline arc will bifurcate into two arcs that are called bypass arcs.  This arc behavior was confirmed in 

experiments conducted by Ref [12].  For MAGARC, two bypass arcs are assumed to form when the 

voltage drop for an inline arc exceeds that of the combined voltage drop of two bypass arcs with lengths 

equal to that of the conductor cable’s radius. 

 

To illustrate the current sharing potential of the radial plate, from an arc characteristics model used in 

MAGARC, which is that proposed by Kronhardt [5], the electric field of the arc with a diameter that fills 

the cable space area, that is a confined arc whose area equals that of the cable space and is constrained by 

the radial plate, has a current density of 13.6 A/mm
2
 and an electric field of 3 V/mm, which translates into 

and arc resistivity of 0.22 -mm.  In comparison, steel is 1x10
-3

 -mm (see Fig. 11).  Assuming that the 
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shared current flows only in the radial plate steel associated with a single turn, then the resistance per 

length (R/l = ρ/A) of the steel is ~6.7x10
-7

 /mm and that of the arc is ~1.7x10
-4

 /mm for these 

resistivity values.  This illustrates that the majority of the current will quickly transition from flowing in 

the arc to flowing in the radial plate where the resistance is ~250 times less than in the arc. 

 

Regarding bypass arc modeling in MAGARC, the first arc is fed by the intact windings connected to 

the current inlet lead of the magnet.  The second arc returns the current back into the conductor and 

thereby to ground through the current outlet lead of the magnet by way of the rest of the magnet’s intact 

windings.  In MAGARC’s resistive voltage network, these two arcs are modeled as a current source and 

sink, respectively.  Two bypass arcs will form in the conductor of the adjacent pancake as the accident 

progresses.  The condition now exists where the current returned by the second arc in the first pancake 

feeds the first bypass arc in the adjacent pancake by way of the intact windings between these pancake 

arcs. In the resistive voltage network, the intact windings between these pancakes are simulated by a 

“bridge resistor” that connects the two arc locations in MAGARC’s resistive voltage network.  This 

bridge resistor is set to the resistance of two bypass arcs, plus the resistance of the windings being 

simulated between these arcs.  Now the second bypass arc in the adjacent pancake acts as a current sink in 

the network, by returning the current to the magnet’s outlet lead. 

 

Arcs can also develop in a third location, which is the gap between two adjacent pancakes, when the 

insulation between the pancakes fails by decomposing at ~900 C [11].  In MAGARC, if the voltage drop 

between the pancakes exceeds 40 V, then a gap arc is initiated based on the Kronhardt arc voltage-current 

characteristics model.  As discussed in Ref [3], according to Kronhardt, the voltage characteristics of a 

confined arc, which is an arc enclosed within a strong structure, is given by: 
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where Varc is the arc voltage drop (V), Vo is the minimum voltage required to initiate an arc (V), ∆arc is the 

length of the arc (mm) and jarc is the arc current density (A/mm
2
).  The cross-sectional area of an arc (Aarc, 

mm
2
) is obtained from a simple fit to data found in [5], which is: 

 

arcarc
I0.0763.8A                    (2) 

 

where the Iarc is the current flowing in the intact cable at the location of the arc, with the constraint that 

the arc area is not allowed to exceed the cross-sectional area of the cable for in-line or bypass arcs, that is 

these confined arcs become confined-constrained arcs. 

 

Ref [3] also describes the approach taken in MAGARC to minimize the number of arcs that can 

develop in a common gap.  This approach was proposed by Ref [13] and is based on the empirically 

derived criterion known as the ‘Steenbeck minimum principle’, which states that the electric field strength 

along an arc column assumes a minimum value for a given current and other conditions necessary to 

maintain the arc discharge.  Based on data for arcs in air, Ref [13] suggested that the arcs in a common 

gap would tend to a minimum current value of 3 kA, with electric field from 0.2 to 1.8 V/mm as 

illustrated in Fig. 12 (a).  From Eq. 2, a 3 kA arc has a current density of ~11 A/mm
2
.  Fig. 12 (b) gives an 

electric field for this arc current density of ~2.5 V/mm, which is close the upper value of Ref [13] of 1.8 

V/m.  However, below an arc current of 3 kA, Eq. 2 will not return an arc electric field that follows the 

data of Ref [13].  To address this inconsistency, the upper curve of Ref [13] was used to generate arc 

areas from Ref [5]’s arc characteristics model (Eq. 1).  This new arc area model is now available in the 

MAGARC code and is designated as the Kronhardt-Raeder arc model (note Fig. 13).  Fig. 14 presents the 

derived arc electric field vs current from both the Kronhardt and Kronhardt-Raeder arc models.  For the 
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Kronardt model, an arc with the current of ~17.3 kA has a cross-sectional area that equals that of the 

cable space and the arc transitions from a confined unconstrained arc to a confined-constrained arc.  The 

arc current is lower for the Kronhardt-Raeder model at ~6 kA. 

 

The arcing logic in the CCFE analysis package starts with the assumption that an inline arc cannot 

physically occur because the molten conductor cable’s copper produced during this accident would be 

held in place against the cable jacket, or the radial plate once the jacket melts [14], by the electromagnetic 

force produced in the melt when the conductor’s current flows across ITER’s toroidal magnetic field.  Ref 

[14] also presents a numerical calculation to support this contention.  However, as the author has stated in 

my review of this report, the analysis does not take into account magnetic field gradients that would force 

the melt to flow or the resistive heating produced by the current that would vaporize (thin) the molten 

column. 

 

However, the CCFE analysis package does allow bypass arcs to form between the cable conduit and 

the radial plate once the insulation in this gap fails.  But since the condition for these arcs to form requires 

a combined voltage drop of 80 V, if the Kronhardt arc characteristics model is correct, it appears unlikely 

that these arcs will form or carry much current even if they do form.  My estimate of the length of a 

molten copper column required to produce 80 V (L=VA/ρI), with 68 kA of current flowing in the column, 

is ~150 m for a copper resistivity of 1x10
-8

 -m (note Fig. 12) and a cable area of 1269  mm
2
.  This is ~5 

continuous molten winding turns.  Even if these arcs develop, the current sharing with the radial plate 

steel would not create very large currents to flow in the radial plate since the resistivity of steel is two 

orders of magnitude higher than copper.  It is much more likely that current sharing will start not by 

bypass arcs but when the liquid copper conductor comes in contact with the solid radial plate.  In this 

configuration current will flow freely flow into the radial plate without bypass arcs, although again the 

current would be very small given the resistivity difference between copper and steel. 

 

As of the April 19
th
 2016 progress meeting for this contract, gap arcs between pancakes were not 

being modeled in the CCFE analysis package, although plans to do so were in progress.  The plan is to 

include a gap arc capability only for gaps between the magnet’s pancakes, which is in the toroidal 

direction, but not in the poloidal gaps between the pancakes and coil case, which is the radial direction.  

The assumption made by CCFE analysis package developers is that jxB forces on the latter arcs will 

extinguish these arcs. The jxB forces on these arcs will cause them to move in the poloidal direction 

cutting a poloidal path through the insulation and continue to move in the poloidal direction unabated 

until extinguished by low gap voltage conditions.  While these arcs are continually moving, the 

assumption in MAGARC is that these are stationary arcs. 

 

Because arcs in MAGARC result in significant heating and produce large resistive currents flowing in 

the radial plates of the faulting pancakes, it is difficult to see how results of the MAGARC code can be 

used to benchmark the CCFE analysis package, without significant changes to the arcing logic of the 

MAGARC code.  But if the Sponsor wanted code modifications to MAGARC’s arc logic at a future date 

to simulate that in the CCFE package, this would be possible. 

 

In addition, the CCFE analysis package has two arc characteristics models, the Kronhardt and Holmes 

models.  If the Sponsor wishes the additional Holmes model implemented in the MAGARC code, these 

modifications could also be attempted at a future date. 

 

Additional side-by-side comparisons of these two arcing models are contained in Table 6. 
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Figure 12. Comparison of arc data for (a) unconfined arcs from Ref [13] and (b) confined arcs from Ref 

[4]. 

  

Fig. 5.5 Dependency of the electric arc field strength EA and the initial arc 

voltage UA on the current density: x – measured values, ------ Approximation as 

per Eq. 5.4.1a,b

(a) (b)

3 kA Gap Arc with
Kronhardt’s EA
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Figure 13.  (a) Computed of arc area from Ref [13] data compared to Eq. 2 , and (b) arc electric field 

based on computed arc area. 
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Figure 14. Arc characteristics (a) based on arc area from Eq. 2 used in Kronhardt model [4], and (b) based 

on arc area derived from arc electric field data from Ref [13] used in Kronhardt model [4]. 
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Table 6. Comparison of MAGARC and CCFE analysis package arcing models 
 MAGARC CCFE model Note 

Arc initiation  Inline arc: Conductor 

melting T > Tm for Cu (arc 

fails cable conduit and 

insulation) 

 Bypass arc: inline arc 

resistance exceeds 

voltage of two smaller 

bypass arcs plus 

conduction in radial plate 

(current bypasses failed 

conductor) 

 Gap arcs: Insulation in 

radial plate gap fails (T > 

900 C) and gap voltage 

drop exceeds Kronhardt’s 

minimum voltage for arcs 

(ΔV > 40 V) 

Currently used in PF 

coil: 

• ΔV > 40V 

• Tins > 600C 

• if steel melts then 

Rarc=0 

Significant differences in 

magnet arcing progression 

logic 

Arc extinguish Complete magnet short circuit 

(arcs leave magnet at magnet 

leads) or applied current 

decays to zero.  In addition for: 

 Inline arc: current bypasses 

arc in favour of two bypass 

arcs  

 Bypass arc: short circuit of 

pancake winding caused by 

gap arcs 

 Gap arc: Number of arcs 

exceeds that sustainable 

according to Steenbeck 

principle
 a
 or an arc voltage 

drop falls below 40 V 

Voltage lower than 

40V 

 

Not comparable 

Arc dimension  Inline arc: 40 mm (diameter 

of cable) or twice the length 

of bypass arcs 

 Bypass arc: 20 mm (radius 

Insulation layer 

thickness 

 

Arc area from data or 

analytical modelling 

of arc heat balance 

To be updated!!! 

                                                      

 

 
a
 Lowest current arcs are extinguished first in a simulation
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of cable)  

 Gap arc: 4 mm 

 Arc area based on data 

Arc model (V-I) Kronhardt’s voltage equation 

with Merrill or Raeder derived 

arc areas 

Kronhardt model 

Holmes model 

 

Arc movement  Inline arc: stationary 

 Bypass arc: move at 

conductor melt front 

velocity
 b, c

 

 Gap arc: stationary 

No movement; only 

new initiation 

according to voltage 

and temperature (to 

be confirmed??) 

 

Arc power P=ΔVI 

 

 Voltage: Kronhardt’s arc 

voltage equation 

 Current (I) 

o  Inline arc: coil current 

o Bypass arc: coil current 

or calculated by 

MAGARC when gap arcs 

form 

Gap arc: calculated by 

MAGARC with a max of 3000 

A set as per Raeder’s memo 

[13]. 

P=VI 

 

current is calculated 

in electrical model; 

 

arc voltage is 

calculated by the arc 

V-I model/formula 

 

CCFE analysis package 

contains an analytical arc 

characteristics model 

called the Holmes model 

 

MAGARC contains a gap 

arc characteristics model 

that combines Kronhardt’s 

arc characteristics 

equation with Raeder 

unconfined arc data 

Coupling method Set as current sources or 

sinks and resistors in 

MAGARC voltage network. 

Calculate currents and 

voltages used to set heat 

sources in MAGARC’s thermal 

calculations 

Switches the existing 

mesh (electrical) into 

an arc element 

 

 

 

  

                                                      

 

 
b Could employ implement arcs that move with time according to Kronhardt’s arc velocity 
c Melt locations searched each time step from both leads of a pancake which has the advantage of capturing an arc 

that starts in the other winding of a double pancake 
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4. Task #3: Consult with CCFE in performing benchmark activity 
with MAGARC software 

 

The primary activities under this task are to: 

 

1) Use the updated MAGARC code to produce results (code output data) to be used by CCFE to 

benchmark their magnet analysis package for the purpose of qualifying their package for ITER 

TF magnet arcing safety assessments, 

2) Provide an updated/modified version of MAGARC software by INL to the ITER IO. 

 

The updated version of the MAGARC code will be transmitted to the contract Sponsor at the close 

out of this contract.  MAGARC predictions produced for the purpose of benchmarking the CCFE analysis 

package are presented in this section. 

 

These MAGARC predictions consist of both time-dependent global and spatial results for an 

unmitigated TF coil quench event.  The location of the initial quench is midway in the inner most winding 

of the magnet’s center pancake (4
th
 pancake).  To facilitate a comparison with the CCFE analysis 

package, these MAGARC predictions do not include eddy currents associated with the decay of the 

magnetic field of this magnet during this event. 

 

The global results are for the: 

 

1) Number of gap arcs, 

2) Number of inline plus bypass arcs, 

3) Voltage drop across the magnet’s current leads, 

4) Total energy deposited in the magnet (resistive plus arcs), 

5) Energy deposited by arcs, 

6) Total magnet melt (SS + Cu) volume, and 

7) Magnet current. 

 

The above list of variables are the same as those examined in the sensitivity study as presented in 

Section 2.1.4, and presented in this section as Figs 15 through 22. 

 

The spatial variables presented are: 

 

1) 2D temperature plots obtained by a radial cut though the magnet at the left and right hand 

windings of each pancake, 

2) 2D voltage distribution in the magnet shown at a horizontal cut in the radial direction at the 

magnet’s axial midplane, and 

3) 2D gap arc current plots at the toroidal gaps between the magnet’s pancakes. 

 

These data plots are at times of 50, 75, 100 and 125 s during the event. 

 

When comparing the global results in Figs 15-22 with those from the sensitivity study in Figs 1-7, it 

can be seen that there are significant differences between the predicted results.  Some of these differences 

are associated with the location of the initial quench, but a large impact is also associated with 

modifications to MAGARC’s arcing models.  Fig 15 presents the number of gap arcs that develop during 
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the event.  The number of gap arcs increase to a maximum of ~70 arcs by ~120 s.  At 50, 75, 100 and 

125 s, there are 51, 60, 65 and 45 gap arcs, respectively, of which 31, 44, 44 and 25 are in the toroidal 

gaps at these same times.   When compared to the number of gap arcs from the sensitivity study, the new 

arcing model produces more gap arcs.  The modification to the MAGARC code that produced this change 

is that which forces the gap arc current not to exceed 3 kA.  It was discovered during the sensitivity study 

that this current would rise to about 6 kA for the adopted Kronhardt arc characteristics model.  The new 

arcing logic increases the arc’s resistivity at each time-step, if necessary, to ensure that the current does 

not exceed 3 kA even when the gap voltage dictates higher currents based on either the Kronhardt or 

Kronhardt-Reader arc characteristics model.  This assumption should be consistent with the Steenbeck 

minimum principle as long as arcs in this gap are not being constrained, that is there are more than 

enough possible locations where arcs can form in a given gap (i.e., locations where the gap insulation has 

failed).  The condition being applied can be seen in Fig 12 (a) when examining the minimum arc electric 

field between the two curves of this plot.  However, at this time the MAGARC arcing logic does not 

perform a check to guarantee consistency in this regard.  It is assumed that there are more than enough 

locations where the gap insulation has failed. 

 

The magnet lead voltage drop predicted by MAGARC, presented in Fig 17, is directly affected by the 

predicted arc behavior during this event.  This can be seen in comparing the results of Figs 15-17 with 

those of sensitivity study contained in Figs 1-3. 

 

Another parameter that showed change from the sensitivity study is the magnets quench rate 

presented in Fig 18.  When compared with that for the “without induced current” case of Fig 9, it can be 

seen that a complete magnet quench occurs within ~80 s in the Fig 18 compared to ~110 s in Fig 9.  This 

difference in quench rate is due primarily to updating the thermal conductivity of the GE in the 

MAGARC model to match that of the CCFE analysis package, which is a higher thermal conductivity 

than was originally being used in MAGARC [note Fig 10 (b)]. 

 

Finally for the global data, there is a noticeable change in the total volume of melt (note Fig 19) and 

magnet current (note Fig 20)  when compared to the sensitivity study results shown in Figs 5 and 6.  This 

difference is attributed to the initial quench location, which has been selected for this analysis to be at a 

location that produces the maximum time for the first and last bypass arcs to leave the magnet by its 

electrical leads.  This increased time results in a lower final current and a higher fraction of the TF coil 

set’s magnetic field energy being deposited in this shorting magnet by resistive heating during this event. 

 

Regarding the time-dependent spatial data, predictions from the MAGARC code’s 3D Cartesian grid 

were mapped onto a 3D Curvilinear grid that simulates the geometry of an ITER TF magnet to aid in 

viewing of the 2D spatial parameter plots given in this section.  Fig 23 contains a view of the grid used 

for these plots.  The centerline of this grid follows the design equations of that of an Engineering Design 

Activity’s (EDA’s) TF magnet because similar information was not made available for the present ITER 

magnets by the contract Sponsor.   In addition, the width of the magnet in the radial and toroidal direction 

has been arbitrarily scaled in magnitude by a factor of 2 to allow easier visualization of the results. 

 

Figs 24-26 contain 14 2D radial cross-sections at the transient of 50 s showing the temperature of the 

radial support plate at the locations of the pancake windings.  By glancing at these 14 plots, it can be seen 

that there are hot spots being produced by arcs (maximum temperature of ~4950 K) in the failed winding, 

while temperatures away from these arc locations remain at the initial 4 K temperature, or quickly decay 

back to the initial value after the arcs move past a given location.  The temperature trend in the toroidal 

direction (+ and -) away from the initial failing pancake (#4) show that pancakes without arcs are not yet 

experiencing these high temperatures.  By comparing these figures with those at 75 s (Figs 28-30), 100 s 

(Figs 32-34) and 125 s (Figs 36-38), one can see how MAGARC predicts the arcing and heating of the 

magnet structures to change in time.  By 125 s, it can be seen by viewing Fig 37 that the 4
th
 pancake’s 
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radial plate has reached a predicted average temperature of ~1165 K.  It can also be seen that while the 

radial plate in this pancake has reached this temperature that the coil case remains at a low temperature 

due to the resistance heat conduction afforded by the GE gap insulation.  

 

Figure 26 contains the predicted voltages of the magnet at 50 s.  As mentioned previously, the cross-

section shown is produced by a radial cut through the magnet at its axial midplane.  Because the pancakes 

of the magnet are electrically isolated from each other, and the coil case, by the GE gap insulation, they 

appear in this figure as being at a constant voltage in the poloidal direction.  This is not exactly true, but 

to within the resolution of this plot appears to be true.  In this figure, it can be seen that pancakes 3 and 5 

are the high and low voltage components in the magnet at 50 s, respectively, illustrating that the first 

bypass arc in the direction of coil current flow occurs in the pancake 3 (i.e., the current source), while the 

last bypass arc occurs in pancake 5 (i.e., the current sink to ground).  The other pancakes show a voltage 

distribution that varies between the high and low voltage pancakes based on their proximity to the failing 

pancakes 3, 4 and 5.  This picture will change somewhat if current flow through the GE wrap of the intact 

windings of the unaffected pancakes was to be included in the MAGARC model.  If it had been, pancakes 

1 and 2 would show an increasing voltage per winding in the direction towards the inlet lead of the 

magnet (i.e. in the direction opposite to magnet current flow) and pancakes 6 and 7 would show a 

decrease in voltage per winding in the direction of magnet current flow to ground.  It may be possible to 

correct this in future versions of MAGARC if the Sponsor desires this modification.  As the event 

progresses, the initial and final bypass arcs transition to pancakes 2 and 6 at 75 s (note Fig 30) and to 

pancakes 1 and 7 at 100 s (note Figure 34).  The voltage distribution at 125 s is shown in Fig 38.  This is a 

unique instance in time during this event when the voltage distribution illustrates that the first bypass arc 

is now transiting out of the magnet and is arcing inside of the coil case as it makes this transition.  At this 

time point, the coil current is flowing from the initial arc in the coil case to ground through the last bypass 

arc in pancake 7. 

 

The final spatial plots are of the gap arc current distribution in the toroidal gaps between pancakes.  

By comparing Figs 27, 31, 35 and 39 for times of 50 s, 75 s, 100 s and 125 s, respectively, one can see 

MAGARC’s prediction of gap arcs both in location and intensity.  It is clear that the gap arcs are at or 

near the location of high temperatures generated by the bypass arcs in the failing pancakes. 
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Figure 15. Number of gap arcs predicted for the base case unmitigated quench event. 

 
Figure 16. Number of inline plus bypass arcs predicted for the base case unmitigated quench event.  
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Figure 17. Voltage drop across magnet leads predicted for the base case unmitigated quench event. 

 
Figure 18. Quench fraction predicted for predicted for the base case unmitigated quench event.  
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Figure 19. Total energy (resistive + arc) deposited in magnet predicted for the base case unmitigated 

quench event. 

 
Figure 20. Arc energy deposited in magnet predicted for the base case unmitigated quench event.  
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Figure 21.Total melt volume predicted for the base case unmitigated quench event. 

 
Figure 22. Magnet current predicted for the base case unmitigated quench event.  

0 50 100 150 200

Time (s)

0.00

0.05

0.10

0.15

0.20

M
e
lt 

vo
lu

m
e
 (

m
3
)

0 50 100 150 200

Time (s)

0

20

40

60

80

C
oi

l c
ur

re
nt

 (
kA

)



 

 37 

 
 
 

Figure 23. MAGARC Cartesian grid mapped to ITER Engineering Design Activity toroidal field coil 

coordinates, but with the radial and toroidal widths magnified by a factor of two for easier visualization. 

Initial quench location
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Figure 24. MAGARC predicted support plate temperatures at 50 s for radial cuts through pancakes 1 

through 3. 
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Figure 25. MAGARC predicted support plate temperatures at 50 s for radial cuts through pancakes 4 

through 6. 
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Figure 26. MAGARC predicted support plate temperatures at 50 s for radial cuts through pancake 7 and 

voltages for axial cut through magnet midplane. 
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Figure 27. MAGARC predicted toroidal gap currents between magnet pancakes at 50 s. 
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Figure 28. MAGARC predicted support plate temperatures at 75 s for radial cuts through pancakes 1 

through 3. 
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Figure 29. MAGARC predicted support plate temperatures at 75 s for radial cuts through pancakes 4 

through 6. 
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Figure 30. MAGARC predicted support plate temperatures at 75 s for radial cuts through pancake 7 and 

voltages for axial cut through magnet midplane. 
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Figure 31. MAGARC predicted toroidal gap currents between magnet pancakes at 75 s. 
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Figure 32. MAGARC predicted support plate temperatures at 100 s for radial cuts through pancakes 1 

through 3. 
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Figure 33. MAGARC predicted support plate temperatures at 100 s for radial cuts through pancakes 4 

through 6. 
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Figure 34. MAGARC predicted support plate temperatures at 100 s for radial cuts through pancake 7 and 

voltages for axial cut through magnet midplane. 
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Figure 35. MAGARC predicted toroidal gap currents between magnet pancakes at 100 s. 
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Figure 36. MAGARC predicted support plate temperatures at 125 s for radial cuts through pancakes 1 

through 3. 
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Figure 37. MAGARC predicted support plate temperatures at 125 s for radial cuts through pancakes 4 

through 6. 
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Figure 38. MAGARC predicted support plate temperatures at 125 s for radial cuts through pancake 7 and 

voltages for axial cut through magnet midplane. 
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Figure 39. MAGARC predicted toroidal gap currents between magnet pancakes at 125 s.  
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5. Summary 

 

During the completion of this contract the following products and accomplishments were completed by 

the Contractor: 

 

1. A work plan was developed by the Contractor and presented to, and agreed to by, the Sponsor, 

2. Voltage equations numerical convergence problems were solved by coupling the Generalized 

Minimum Residual (GMRES) method to the BiConjugate Gradient iterative method if the latter 

method fails to converge on a solution at a given time step, 

3. Electromagnetic grid variables properly stored at the beginning of each time step so that 

MAGARC correctly repeats a given time step at a lower value when non-convergence occurs for 

the voltage grid, 

4. The CCFE time step size sensitivity study was repeated and reported, 

5. A new arc characteristics model was developed that harmonized the Kronhardt model [5] and the 

data presented by Raeder [13] for unconfined arcs, 

6. Gap arc current is now limited to the minimum current for such arcs in a common gap, 

7. A complete side-by-side comparison of the MAGARC and CCFE analysis package was 

presented, 

8. Comparison data was developed for a unmitigated quench event for the TF magnet that includes 

both global and 2D presentations of this data, 

9. The Contractor attended two progress meetings, gave progress reports at each meeting, and issued 

both a preliminary progress and final progress report, 

10. Send MAGARC to Sponsor at contract termination. 

 

This list of accomplishments demonstrates that the Contractor has fulfilled the work scope required by 

this contract. 

 

 

Table 7. Contractor list of required deliverables due after contract effective date of Oct. 16
th
 2015. 

Deliverable 

Reference 

Number 

 

Deliverable 

 

Due date 

 

Date Completed 

1 A PowerPoint presentation at a monthly conference call 

describing the work plan, resource distribution and 

deliverables  

Nov. 16
th
 

2015 

Dec. 14
th
 2015 

2 Preliminary progress report  Mar. 16
th
 

2016 

Jan. 31
st
 2016 

3 Final summary report on investigation findings  Aug. 16
th
 

2016 

Jun. 30
th
 2016 

4 Data file (text format) of MAGARC code predictions 

during a un-mitigate quench accident for CCFE 

comparison and provide update version of MAGARC to 

Sponsor 

 

Oct. 16
th
 

2016 

Code and data to 

be delivered at 

contract 

closeout 
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of ITER Magnets in Safety-Related Fault Conditions 
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Magnet Arcing (MAGARC) 
WFO Work Plan

Brad J. Merrill

Fusion Safety Program Staff

ITER: Electromagnetic Assessments of ITER 
Magnets in Safety-Related Fault Conditions

Culham Center for Fusion Energy

December 14th 2015

2

There are three tasks defined under this contract

– Task 1: Perform sensitivity study to investigate the convergence 

issues of the MAGARC code identified by Culham Center for 

Fusion Energy (CCFE)

– Task 2: Implement additional updates/modifications to the 

MAGARC code, including those required to model present ITER 

TF magnets, and produce a summary report comparing 

MAGARC capabilities with those of CCFE’s magnet safety 

system

– Task 3: Consult with CCFE in performing benchmark activity with 

MAGARC software and supplying MAGARC code output data to 

CCFE and code to ITER IO 

Work plan and resource allocation overview (1/1)
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3

Activities defined under Task 1

– Subtask 1: Submit a work containing the resource distribution estimated 

for each deliverable

– Subtask 2: Travel to Culham Science Centre (Abingdon, United 

Kingdom) for a meeting.  At this one week long meeting, provide CCFE 

with details on MAGARC code's structure and models

– Subtask 3: Perform the required code modifications that remedy the 

problems identified by the CCFE’s sensitivity and produce a preliminary 

summary report on the improvements and updates to MAGARC 

software 

Task 1 work plan and resource allocation (1/3)

4

Task 1 Approach, Schedule and Estimate (or actual) Cost

• Subtask 1: Proposed Work Plan

– This presentation. Deliverable completed on 11/30/15

• Subtask 2: A presentation detailing MAGARC’s capabilities was developed

– Presentation at CCFE meeting on 11/30/15 and during follow on 

discussions the week 11/30/15

– Cost 15% of contract (17 h labor + workshop travel cost), to be 

completed by12/04/15

• Subtask 3: Code modifications to correct inconsistent results with time-step 

size reduction and voltage spikes

– The Bi-Conjugate Gradient Krylov iterative method adopted for 

MAGARC, a powerful iterative solution algorithm for large sets of 

coupled linear differential equations, is also known to be numerically 

unstable, which lead to the voltage spikes reported by CCFE

– Problem resolved by coupling this scheme with a second more stable, 

but slower, Krylov algorithm known as the Generalized Minimum 

Residual method

Task 1 work plan and resource allocation (2/3)
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5

Task 1 Approach, Schedule and Estimate (or actual) Cost

• Subtask 3: Inconsistent results with time-step size reduction and voltage 

spikes (cont.)

– Variations with time step size is the result of time damping of resistivity 

changes during start of arcs (90% old time + 10% new) and incomplete 

restoration of variables prior to repeating a given time step at a reduced 

value

– The identified problems/changes have been completed to MAGARC 

11/20/15 and the CCFE sensitivity is underway

– Cost is 25% of contract (42 h labor) 

– Status 65% complete.  Preliminary report by 1/30/16.

Task 1 work plan and resource allocation (3/3)

6

Activities defined under Task 2

• Subtask 1: Become familiar with CCFE analysis package capabilities and 

report to CCFE on how it compares to MAGARC code

– Cost 10% of contract (13 h labor) complete by 12/04/15

• Subtask 2: Propose additional updates/modifications to MAGARC & CCFE 

software models that would allow a more correct code comparisons

• Subtask 3: Perform the required code updates/modifications necessary to 

simulate the latest ITER Toroidal Field magnet's configuration

– Cost 15% of contract (25 h labor) complete by 04/30/16

• Subtask 4: Produce a final summary comparing MAGARC software and CCFE 

magnet safety analysis package capabilities, and detailing resulting MAGARC 

code improvements and updates

– Cost is 20% of contract (32 h labor) to be completed 6/30/16

Task 2 work plan and resource allocation (1/2)
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7

Activities defined under Task 3 (15% of contract funding- 25 h labor)

• Subtask 1: Apply the updated MAGARC code to produce results (code output 

data) to be used by CCFE to benchmark their magnet analysis package 

• Subtask 2: Provide an updated/modified version of MAGARC software to the 

ITER IO

Task 3 work plan and resource allocation (1/2)

8

Task 3 Approach, Schedule and Estimate (or actual) Cost

• Subtask 1: Apply the updated MAGARC code to produce results (code output 

data) to be used by CCFE to benchmark their magnet analysis package

– Cost 10% of contract (15 h labor) to completed prior to 3/31/16

• Subtask 2: Subtask 2: Provide an updated/modified version of MAGARC 

software to the ITER IO and remotely attend a closeout meeting

– Cost 5% of contract (10 h labor) to completed prior to 06/30/16

Task 3 work plan and resource allocation (2/2)
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DEC
W1

DEC
W2

DEC
W4

JAN FEB MAR APR MAY JUN
NOV
W2

NOV
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NOV
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TASK 1

Costs & Schedule of MAGARC WFO

Subtask 3

TASK 2
Subtasks 1,2

Subtask 4

TASK 3

Subtask1

Subtask 2

20% 40% 65% 100%

(25%)

Subtasks 1&2

(15%)

(10%)

(20%)

(10%)

(5%)

Loading

Subtask 3

(15%)
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Appendix B 
 

Overview of the Magnet Arcing (MAGARC) Computer 
Code for Toroidal Field Coils Capabilities 
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Magnet Arcing (MAGARC) 

Computer Codes Capabilities

ITER: Electromagnetic Assessments of ITER Magnets 
in Safety-Related Fault Conditions

Culham Center for Fusion Energy
November 30th, 2015

Brad J. Merrill

INL Fusion Safety Program, Idaho Falls, ID USA

Fusion Safety Program
Fusion Safety Program

2

Presentation Outline

• MAGARC heat conduction equations
– Thermal properties
– Thermal model validation

• MAGARC electromagnetic equations
– Electrical properties
– EM model validation

• Arc modeling: voltages, area, progression, limits on 
gap arcs

• Applications of MAGARC to ITER-FEAT TF Magnet 
Coil
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• Conductor thermal model 

• Finite difference (1-1/2 D) applied to 
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4

• Structure model (radial plates/coil case)
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Fusion Safety Program

5

MAGARC Thermal Properties

• The Nb3Sn specific heat 
capacity in MAGARC is volume 
weighted with the SS conduit

• Cu and SS heats of fusion are 
added over 1 K to specific heat 
capacities at melting [Cu 205 
kJ/kg (356 K), SS 270 kJ/kg 
(1643)]

• Cu and SS heats of vaporization 
are added over 1 K to specific 
heat capacities at 4500 K 
(approximate liquid Fe Tsat at 
Kronhardt measured pressure of 
120 bar) of Cu 4790 kJ/kg and 
Fe 7440 kJ/kg   

• There is no Nb3Sn thermal 
conductivity used in MAGARC.  
The value plotted could be the 
conduction shape factor times 
SS thermal conductivity

• GE thermal conductivity is from: 
G. Schmidt, R. Meyder, “Final 
Report on Thermal Insulation 
Experiments,” FZR-IRS, GB8-
SEA5A (Sept01) 2001 (includes 
the dip at 600 K)  

𝑞 =    
  

  

Fusion Safety Program

6

Tab1e 1. Finite element model (FEM) benchmark of INL unmitigated TF magnet quench 

model (MAGARC). 

Cable Space Indicator  

Cable Space 

Temperature 

 

 

Model 
(2,1) & (2,3) 

W/m 

(1,2) 

W/m 

(3,2) 

W/m 

FEM 40 33 19  

50 K MAGARC 40.8 34.2 19.1 

FEM 215 180 90  

150 K MAGARC 200.1 177.4 108.0 
 

MAGARC results are lines

MAGS results are symbols• Turn to turn heat conduction

• Conductor quench
Benchmarking of  MAGARC Heat Conduction Model
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Vector Potential form of Maxwell Equations for Low 
Frequency Applications
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8

Vector Potential form of Maxwell Equations for Low 
Magnetic Reynolds Number (cont.)
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This is the original MAGARC node voltage formulation, e.g. 

Rz=z/zaz, where jx
a and jy

a =0 and jz
a is the applied current 

densities resulting from bypass arcs out of or into the 

superconductor

jy
i,j,k

xi

yj

zk

ax
i,j,k = zk x yj

Xi+1
(xi,yj,zk

)

Zk+1

Yj+1

i,j,kjx
i,j,k

jx
i+1,j,k

az
i,j,k = xi x yj

ay
i,j,k = xi x yj

jz
i,j,k+1

jy
i,j+1,k

jz
i,j,k
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9

Vector Potential form of Maxwell Equations for Low 
Magnetic Reynolds Number (cont.)
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Equation solution starts each time step by solving for the electric potential ()

based on current arcs into and out of the superconductor.  Given  the 

magnetic vector potentials are advanced from the following three system of 

equations

• This formulism was chosen because it allowed for ease in specifying 

boundary conditions and selecting the Coulomb gauge by setting               

if desired.

• Magnetic vector BCs from Biot-Savart Law
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MAGARC Electrical Properties

• Good match for Cu and SS

• ANSYS model does not have 
GE resistivity?

• GE thermal conductivity is from: 
G. Schmidt, R. Meyder, “Final 
Report on Thermal Insulation 
Experiments,” FZR-IRS, GB8-
SEA5A (DEC00) January 2001
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Test Case – Magnet Startup
A Step change in magnet current to 68 kA

MAGARC Grid
Reentrant  BC

x

z
y

• MAGARC current was set at 68 kA and a 

transient solution executed until an 

equilibrium was achieved

• The Diagonally Preconditioned Bi-conjugate 

Gradient method was used to solve the 

equation set 
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Plot Grid schematic

Z axis

Y axis

X axis

• MAGARC boundary conditions calculated by Biot-Savart

law including all of the ITER TF coils
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• Encouraging result for a rectilinear grid, if the boundary 

conditions can be correctly applied, because the magnet 

quench properties are a function of field strength

Shouldn’t

drop here

Attempt to Include Magnetic Field from Other 

ITER TF Coils
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• Poynting’s Theorem
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ITER Relevant

• Kronhardt’s data - encased 

superconducting cable with arc 

currents ranging from 700 to 5000 A

MAGARC Internal Arc Model 
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 1.75
goarc j 0.012  1.75Δ V V 

• MAGARC arc voltage vs. gap width 

and current density (inline or gap 

arcs)

arcarc

arc
arc

jA

V
 R 

(amps) I  0.07  63.8 )(mmA 2
arc 

• MAGARC arc area vs. arc current, 

derived from Table 5.1 of Kronhardt

• MAGARC arc resistance

• High arc pressures were generated in 

Kronhardt’s tests, implying 

superheated copper relative to 

atmospheric conditions 

MAGARC Internal Arc Model (cont.)
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MAGARC Arc Progression Logic

0 V

0 V

0 V

insulation

radial plate

conductor

t0 = thermal quench

400 V

0 V

t1 = inline arc

t2 = inline arc grows & splits into two 

bypass arcs after voltage exceeds 400 V

t3 = new inline arc initiates in 

adjacent pancake, V climbs to 600 V

480 V

240 V

280 V

200 V

0 V

600 V

0 V200 V

400 V

T4 = gap arcs form between pancakes, 

V drops from current sharing

Gap

0 V

200 V

0 V
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MAGARC Inline and Bypass Arc Search Logic

Plot Grid schematic
Cut plane

Z axis

Y axis

X axis

• MAGARC searches the windings of each pancake in the direction of 

current starting at the inlet and against the current starting at the outlet, 

storing the locations it first encounters copper melt (arc velocity equals 

conductor melt progression, Kronhardt arc velocity is an alternative)

• If the two locations are the same in a given pancake, then an inline arc 

exist for that pancake and if not then two bypass arcs exist

• The first melt location in the direction of the current for pancakes 1-7 

and in the direction opposite current in pancakes 7-1 are arc locations 

where the total current enters and leaves the structural voltage 

network, respectively

• When adjacent pancakes contain arcs, a “bridge resistor” is applied to 

represent the intact turns from the arc out location in the first to the arc 

in location in the second (resistance equals voltage drop of two arcs)

Pancake 1

Pancake 2

Inline arc

Bypass arcs

Inline arc

Bridge
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*J. Raeder: Electric arcs external to ITER 

magnet coils – synthesis of model 

voltage-current characteristics

*IDOMS: G 83 MD5 02-10-14 W.1

• Gap arcs can form between the adjacent TF radial 

plates, or between the radial plate and coil case.

• Arcs initiate once the gap temperature exceeds 

insulation failure temperature (900 ºC), provided 

the gap voltage drop exceeds the user specified 

minimum, and the number of arcs in this gap does 

not exceed the number that can be sustained

• The criterion adopted for the number of 

sustainable arcs is the ‘Steenbeck minimum 

principle’ which is that electric arcs have the 

tendency to minimize their burn voltage

• Raeder’s memo proposed that the minimum 

electric field occurs at a current of ~3 kA

• For a given gap, a single arc is first initiated that 

grows until reaching 6 kA, where upon two 3 kA 

arcs form, until a maximum is obtained for that 

gap (e.g., if conditions dictate, a magnet current of 

68 kA limits a common gap to 22 arcs)

• During arc extinction, the order is first on last out

MAGARC Parallel Gap Arc Limit Logic
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Plot Grid schematic

Cut plane

Z axis

Y axis

X axis

Quench location

MAGARC grid, which is rectangular, mapped 

onto magnet geometry for display purposes 

(40,000 cells)

MAGARC Applied to ITER-FEAT TF Coil
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Plot Grid schematic

Z axis

Y axis

X axis

Time (s) = 80 s
Time (s) = 80 sTime (s) = 120 s

MAGARC grid, which is rectangular, mapped onto magnet 

geometry for display purposes

Melt Progression During an Unmitigated Quench 

in a TF Coil
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• MAGARC comparison

with magnetics

without magnetics

• Primary difference is a 

faster magnet quench due 

to induced eddy currents

Summary Plots – TF Coil Unmitigated Quench
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Appendix C 
 

MAGARC Computer Code Changes Addressing Time-
step Size Sensitivity Problems 
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New Coding Original Coding 

Main Program 

(modifications for repeating a time-step) 
c 

      dimension ovrxs(0:nx,0:ny,0:nz), 

ovrys(0:nx,0:ny,0:nz)  

     .,    ovrzs(0:nx,0:ny,0:nz) 

c 

      logical rstrt, mltthru, backup 

 

c 

c * * update electrical conductance 

c 

      backup = .false. 

 1010 continue 

c 

      do k = 1, nz 

       do j = 1, ny 

        do i = 1, nx-1 

c 

      if(backup) then 

      ovrx(i,j,k)  = ovrxs(i,j,k) 

          else 

      ovrxs(i,j,k) = ovrx(i,j,k) 

          endif 

        enddo 

       enddo 

      enddo 

c 

      do i = 1, nx 

       do k = 1, nz 

        do j = 1, ny-1 

c 

      if(backup) then 

      ovry(i,j,k)  = ovrys(i,j,k) 

          else 

      ovrys(i,j,k) = ovry(i,j,k) 

          endif 

        enddo 

       enddo 

      enddo 

c 

      do j = 1, ny 

       do i = 1, nx 

        do k = 1, nz 

c 

      if(backup) then 

      t(i,j,k)   = to(i,j,k) 

      tcu(i,j,k) = tcuo(i,j,k) 

      ovrz(i,j,k)  = ovrzs(i,j,k) 

          else 

      ovrzs(i,j,k) = ovrz(i,j,k) 

          endif 

        enddo 

       enddo 

      enddo 

c 

c 

      call resis 

c 

c * * current sharing with radial plates 

c 

      call cshare 

c 

c * * update temperatures 

c 

      call tempsc(delumx) 

      if(delumx.gt.dtempmx .and. dt.gt.dtmin) 

then 

      backup = .true. 

c 

      logical rstrt, mltthru 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

c 

      call resis 

 

c * * current sharing with radial plates 

c 

 1010 call cshare 

c 

c * * update temperatures 

c 

      call tempsc(delumx) 

      if(delumx.gt.dtempmx .and. dt.gt.dtmin) 

then 
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      time = time - dt 

      dt = dmax1(dtmin,0.5*dt) 

      time = time + dt 

      write(6,1101) 

 1101 format( "tempsc backing up, delu too 

large") 

      go to 1010 

            endif 

      call temprp(delumx) 

      if(delumx.gt.dtempmx .and. dt.gt.dtmin) 

then 

      backup = .true. 

      time = time - dt 

      dt = dmax1(dtmin,0.5*dt) 

      time = time + dt 

      write(6,1102) 

 1102 format( "temprp backing up, delu too 

large") 

      go to 1010 

            endif 

      time = time - dt 

      dt = dmax1(dtmin,0.5*dt) 

      time = time + dt 

      write(6,1101) 

 1101 format( "tempsc backing up, delu too 

large") 

      go to 1010 

            endif 

      call temprp(delumx) 

      if(delumx.gt.dtempmx .and. dt.gt.dtmin) 

then 

      time = time - dt 

      dt = dmax1(dtmin,0.5*dt) 

      time = time + dt 

      write(6,1102) 

 1102 format( "temprp backing up, delu too 

large") 

      go to 1010 

            endif 

 

Subroutine Resis 

(gap and bypass arcs in x direction only presented here but similar coding for y direction arcs) 
c * * * * arc initiating time 

      data tau / 15.e-3  / 

c 

 

      if(gaparc) then 

      dvlt = dabs(v(i,j,k)-v(ip1,j,k)) 

      if(dvlt.gt.gapvm) then 

      aa  = fcrac*axs*1.e6 

      cxo = dabs(cx(i,j,k)) 

      aa  = dmin1(aa,acab,63.8+0.07*cxo) 

      if(cxo.eq.0.) then 

      resarc = 1./ovrgarc 

      else 

      resarc = 

(0.012*gapw*(cxo/aa)**1.75+1.75*gapw+gapvo)/cxo 

      endif 

      ovresa = 1.0/resarc 

      ovrx(i,j,k) = 

dmin1(ovresa,ovresa*dt/tau+ovrx(i,j,k)) 

          else 

      call d1deg1(tp, resge, resx) 

      rx    = resx*gapwm/axs 

      ovrx(i,j,k) = 1.d0/rx 

          endif 

 

 

 

 

 

 

      ovrx(i,j,k) = dmin1(2000.d0,ovrx(i,j,k)) 

      ovrx(i,j,k) = dmax1(  0.d0,ovrx(i,j,k)) 

    else 

      ovrx(i,j,k) = 

dmin1(ovrgarc,ovrgarc*dt/tau+ovrx(i,j,k)) 

    endif 

           endif 

 

 

 

 

     if(gaparc) then 

      dvlt = dabs(v(i,j,k)-v(ip1,j,k)) 

      if(dvlt.gt.gapvm) then 

      aa  = fcrac*axs*1.e6 

      cxo = dabs(cx(i,j,k)) 

      aa  = dmin1(aa,acab,63.8+0.07*cxo) 

      if(cxo.eq.0.) then 

      resarc = 1./ovrarc 

      else 

      resarc = 

(0.012*gapw*(cxo/aa)**1.75+1.75*gapw+gapvo)/cxo 

      endif 

      ovres = 1.0/resarc 

 

 

          else 

      call d1deg1(tp, resge, resx) 

      rx    = resx*gapwm/axs 

      ovres = 1.d0/rx 

          endif 

      ovrxo       = ovrx(i,j,k) 

      ovrx(i,j,k) = .9*ovrxo+.1*ovres 

      dovres      = ovrx(i,j,k) - ovrxo 

      if(dabs(dovres).gt.25.) dovres = 

25.*dsign(1.d0,dovres) 

      ovrx(i,j,k) = dovres + ovrxo 

      ovrx(i,j,k) = dmin1(2000.d0,ovrx(i,j,k)) 

      ovrx(i,j,k) = dmax1(  0.d0,ovrx(i,j,k)) 

    else 

      ovrx(i,j,k) = ovrarc 

 

    endif 

           endif 

 

Subroutine Cshare 

(modifications to include calls to Generalized Minimum Residual method when Bi-conjugate 

Gradient Squared method fails to converge) 
c      if(cur.gt.0.) then 

c * * voltage 

c 

      print *,'Converging voltages+++++++++' 

c 

      nloopmx = 2000      

c      if(cur.gt.0.) then 

c * * voltage 

 

 

 

      nloopmx = 1000      
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      call bicgv (failed,err) 

c 

      if(failed) then 

      call gmresv(failed,err) 

                 endif 

c 

      delvmx = 0.d0 

      vmax0  = 0.d0 

      do k = 1,nz-1 

      do j = 1,ny 

      do i = 1,nx 

      vmax0 = dmax1(vmax0,vo(i,j,k)) 

      delv  = v(i,j,k)-vo(i,j,k) 

      if(v(i,j,k).ne.0.d0) delv = delv/v(i,j,k) 

      if(dabs(delv).gt.dabs(delvmx)) then 

      delvmx = delv 

      ivmax = i 

      jvmax = j 

      kvmax = k 

                                     endif 

      enddo 

      enddo 

      enddo 

c 

      if(failed .and. (dabs(err).lt.1.d-5) ) 

failed = .false. 

c 

c      if(failed .and. (dabs(delvmx).lt.1.d-3 

c     .           .or. dabs(err).lt.1.d-5) ) 

failed = .false. 

c 

      if(failed) then 

      call psorv(failed) 

      nloopmx = 10000 

      call gmresv(failed,err) 

      call bicgv (failed,err) 

c 

      if(failed) then 

      nloopmx = 20000       

      call gmresv(failed) 

                 endif 

c 

      if(failed) then 

      print *,"***** problems in bicgv & 

gmresv" 

c 

c      stop 

                 endif 

      nloopmx = 1000 

                 endif 

c * * cable currents 

      call curset 

c * * az 

      call bicgv (failed) 

c 

 

 

 

 

      delvmx = 0.d0 

      do k = 1,nz-1 

      do j = 1,ny 

      do i = 1,nx 

      delv = v(i,j,k)-vo(i,j,k) 

      if(v(i,j,k).ne.0.d0) delv = delv/v(i,j,k) 

      if(dabs(delv).gt.dabs(delvmx)) then 

      delvmx = delv 

      ivmax = i 

      jvmax = j 

      kvmax = k 

                                     endif 

      enddo 

      enddo 

      enddo 

c 

      if(failed .and. dabs(delvmx).lt.1.d-3) 

failed = .false. 

c 

 

 

 

 

 

 

      if(failed) then 

      call lsorv(failed) 

      nloopmx = 10000 

 

      call bicgv (failed) 

 

 

 

 

 

 

 

 

      if(failed) then 

      print *,"***** problems in bicgv" 

 

c      stop 

                 endif 

      nloopmx = 1000 

                 endif 

c * * cable currents 

      call curset 

c * * az 

Subroutine Gmresv 

(added subroutine call to Generalized Minimum Residual method to converge voltage equations) 
      subroutine gmresv(failed,err) 

      implicit real*8(a-h,o-z) 

c 

      common / control / time, dt, timend, omega, nloopmx, nloop 

     ., dtempmx, dtmin, dtmax, dampf, cur, engdep, arcpow, tcrit 

     ., powind, qchvol, totvol, acu, asc, vqf, vlead, dli, dlo 

     ., qrescu, engarc, eo, engnxt 

c 

      parameter(nx=20, ny=19, nz=100) 

      parameter(nxp=nx+1, nyp=ny+1) 

      common / magdata / 

     .   ax (nxp,ny,nz) ,axo(nxp,ny,nz) ,ay (nx,nyp,nz) ,ayo(nx,nyp,nz)   

     .,  az (nx,ny,nz)  ,azo(nx,ny,nz)  ,axtxm(nxp) ,axtxp(nxp) 

     .,  axtym(ny)      ,axtyp(ny) ,axtzm(nz) ,axtzp(nz) 
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     .,  aytxm(nx)      ,aytxp(nx) ,aytym(nyp) ,aytyp(nyp) 

     .,  aytzm(nz)      ,aytzp(nz) ,aztxm(nx) ,aztxp(nx) 

     .,  aztym(ny)      ,aztyp(ny) ,aztzm(nz) ,aztzp(nz) 

     .,  sigx(nxp,ny,nz) ,sigy(nx,nyp,nz) ,sigz(nx,ny,nz),cscz(nx,ny,nz) 

     .,  axdot(nxp,ny,nz),aydot(nx,nyp,nz),azdot(nx,ny,nz),dxm(0:nxp) 

     .,  bx(nx,nyp,nz)   ,by(nxp,ny,nz)   ,bz(nxp,nyp,nz) ,dym(0:nyp) 

     .,  bmag(nx,ny,nz)  ,jxi(nxp,ny,nz)  ,jyi(nx,nyp,nz) ,dzm(nz) 

     .,  jzi(nx,ny,nz)   ,jxo(nxp,ny,nz)  ,jyo(nx,nyp,nz),jzo(nx,ny,nz) 

     .,  deldota(0:nxp,0:nyp,nz),  xmu    ,xmu0 

      real*8 jxi,jyi,jzi,jxo,jyo,jzo 

c 

      common / cboits / 

     .  azbs(0:nxp,0:nyp,nz), xm(0:nxp), ym(0:nyp), zm(nz) 

     ., bcazx(2,ny,nz), bcazy(2,nx,nz), bcaxx(2,ny,nz), bcaxy(2,nx,nz) 

     ., bcayx(2,ny,nz), bcayy(2,nx,nz) 

c 

      parameter(nzm1=nz-1 

     .,         nlv=nx*ny*nzm1 , nlax=nxp*ny*nzm1, nlay=nx*nyp*nzm1 

     .,         nlaz=nx*ny*nzm1, nlt=nlv+nlax+nlay+nlaz) 

c 

      parameter(ndpc=7,ntp=11) 

      common /curpath/ discp(nx,ny,nz), wincur(nx), tlg(ntp) 

     ., istr(ndpc), iend(ndpc), ifwarc(ndpc), jfwarc(ndpc) 

     ., kfwarc(ndpc), irvarc(ndpc), jrvarc(ndpc), krvarc(ndpc) 

     ., jstr(nx), jend(nx), jdir(nx), iti(ntp), jti(ntp), kti(ntp) 

     ., ito(ntp), jto(ntp), kto(ntp), narc1, narc2 

c 

      common / curdata /cx(nx,ny,nz),cy(nx,ny,nz), cz(nx,ny,nz) 

     .,    vsrc(nx,ny,nz)  ,  vo(nx,ny,nz)       , v(nx,ny,nz) 

     .,    sumcur(nx,ny,nz), ovrx(0:nx,0:ny,0:nz), ovry(0:nx,0:ny,0:nz)  

     .,    ovrz(0:nx,0:ny,0:nz), ovrarc(ndpc) 

c 

      EXTERNAL  DGMRES, DSMV, DSDI, DS2Y 

c 

      parameter(nxny = nx*ny, nxpny=nxp*ny, nxnyp=nx*nyp) 

      parameter(nequ = nlv) 

      parameter(nelt = 7*nlv) 

      parameter(lenw  = 2*nequ+1, leniw= 11)   

      dimension a(nelt), b(nequ), x(nequ),rwork(lenw) 

      dimension ia(nelt), ja(nelt), iwork(leniw) 

      parameter(MAXL = 15, LIGW = 40) 

      parameter(LRGW = 1 + NEQU*(MAXL + 6) + MAXL*(MAXL + 3))    

      DIMENSION RGWK(LRGW), SB(NEQU), SX(NEQU), IGWK(LIGW) 

c 

      logical failed, f1, f2 

c 

      logical bdgcur 

      data bdgcur  / .true./ 

c 

      common /arcloc/ ifwa, jfwa, kfwa, irva, jrva, krva, nfwa, nrva 

c 

      failed = .false. 

      rdt = 1./dt 

      il  = 0 

c 

      do 10 k=1,nz-1 

      do 10 j=1,ny 

      do 10 i=1,nx 

c 

      im1 = max( 1,i-1) 

      ip1 = min(nx,i+1) 

      jm1 = max( 1,j-1) 

      jp1 = min(ny,j+1) 

      km1 = max( 1,k-1) 

      kp1 = min(nz,k+1) 

c 

c * * voltage equation 

c 

      trmxp = ovrx(i,j,k) 

      trmxm = ovrx(i-1,j,k) 

      trmyp = ovry(i,j,k) 
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      trmym = ovry(i,j-1,k) 

      trmzp = ovrz(i,j,k) 

      trmzm = ovrz(i,j,k-1) 

c 

c * * re-enterant bc 

c 

      if(k.eq.1) then 

      km1 = nz-1 

      trmzm = ovrz(i,j,nz-1) 

   endif 

      if(k.eq.nz-1) then 

      kp1 = 1 

   endif 

c 

c 

c      ijk = ijk + 1 

c 

c      res(ijk) =   v(im1,j,k)*trmxm + v(ip1,j,k)*trmxp 

c     .           + v(i,jp1,k)*trmyp + v(i,jm1,k)*trmym 

c     .           + v(i,j,kp1)*trmzp + v(i,j,km1)*trmzm 

c     .   -v(i,j,k)*(trmxp + trmxm + trmyp + trmym + trmzp + trmzm) 

c     .           + vsrc(i,j,k) 

c 

      iv    = i   + (j  -1)*nx + (k  -1)*nxny 

      jv    = iv 

      jip1v = ip1 + (j  -1)*nx + (k  -1)*nxny 

      jim1v = im1 + (j  -1)*nx + (k  -1)*nxny 

      jjp1v = i   + (jp1-1)*nx + (k  -1)*nxny   

      jjm1v = i   + (jm1-1)*nx + (k  -1)*nxny     

      jkp1v = i   + (j  -1)*nx + (kp1-1)*nxny 

      jkm1v = i   + (j  -1)*nx + (km1-1)*nxny 

c 

      if(i.eq.irva .and. j.eq.jrva .and. k.eq. krva) then 

      il = il + 1 

      is = il 

      a (il) = 1.d0 

      ia(il) = iv 

      ja(il) = jv 

      faca     = 1.0 

      if(ifwa.eq.irva .and. jfwa.eq.jrva .and. kfwa.eq. krva) faca = 0.5 

      b (iv) = faca*cur/ovrarc(nrva) 

      go to 90 

                                                     endif 

c 

c * * vijk 

      il = il + 1 

      is = il 

      a (il) = - (trmxp + trmxm + trmyp + trmym + trmzp + trmzm) 

      ia(il) = iv 

      ja(il) = jv 

c 

c * * vim1jk 

      if(i.gt.1 .and. trmxm.ne.0.d0) then 

      il = il + 1 

      a (il) = trmxm 

      ia(il) = iv 

      ja(il) = jim1v 

                                     endif 

c 

c * * vip1jk 

      if(i.lt.nx .and. trmxp.ne.0.d0) then 

      il = il + 1 

      a (il) = trmxp 

      ia(il) = iv 

      ja(il) = jip1v 

                                      endif 

c 

c * * vijm1k 

      if(j.gt.1  .and.  trmym.ne.0.d0) then 

      il = il + 1 

      a (il) = trmym 
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      ia(il) = iv 

      ja(il) = jjm1v 

                                       endif 

c 

c * * vijp1k 

      if(j.lt.ny .and. trmyp.ne.0.d0) then 

      il = il + 1 

      a (il) = trmyp 

      ia(il) = iv 

      ja(il) = jjp1v 

                                      endif 

c 

c * * vijkm1 

      il = il + 1 

      a (il) = trmzm 

      ia(il) = iv 

      ja(il) = jkm1v 

c 

c * * vijkp1 

      il = il + 1 

      a (il) = trmzp 

      ia(il) = iv 

      ja(il) = jkp1v 

c 

c 

c * * RHS 

c 

c      b(iv) = vsrc(i,j,k) 

      b(iv) = 0.d0 

c 

      if(i.eq.ifwa .and. j.eq.jfwa .and. k.eq. kfwa) then 

      b(iv) = -cur 

                                                     endif 

c      if(i.eq.irva .and. j.eq.jrva .and. k.eq. krva) then 

c      a (is) = a(is) - ovrarc 

c                                                     endif 

c 

   90 x(iv) = v(i,j,k) 

 

c 

c * * check for pancake to pancake arc through conductor 

c 

      if(narc1.le.narc2 .and. narc1.gt.0) then 

c 

      f1 = .false. 

      f2 = .false. 

      do 100 n=narc1,narc2 

c 

      if(.not.f1) then 

      i1 = irvarc(n) 

      j1 = jrvarc(n) 

      k1 = krvarc(n) 

      n1 = n 

      if(i1.ne.0) f1 = .true. 

c 

      ie = iend(n) 

      je = jend(ie) 

      ke = nz-1 

                  endif 

c 

      if(.not.f2) then       

      i2 = ifwarc(n+1) 

      j2 = jfwarc(n+1) 

      k2 = kfwarc(n+1) 

      n2 = n+1 

      if(i2.ne.0) f2 = .true. 

c 

      ib = istr(n+1) 

      jb = jstr(ib) 

      kb = 1 

                  endif 
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c 

      if(f1 .and. f2) then 

      f1 = .false. 

      f2 = .false. 

c 

      if(i1.eq.ie .and. j1.eq.je .and. k1.eq.ke .and. 

     .   i2.eq.ib .and. j2.eq.jb .and. k2.eq.kb .and. 

     .   n2.eq.n1+1 .and. .not. bdgcur) go to 100 

c 

      hovra = 1.d0/(1.d0/ovrarc(n1) + 1.d0/ovrarc(n2)) 

      if(k.eq.k1 .and. j.eq.j1 .and. i.eq.i1) then 

      a(is) = a(is) - hovra 

      il     = il + 1 

      a (il) = hovra 

      ia(il) = iv 

      ja(il) = i2  + (j2 -1)*nx + (k2 -1)*nxny 

                  endif 

      if(k.eq.k2 .and. j.eq.j2 .and. i.eq.i2) then 

      a(is) = a(is) - hovra 

      il     = il + 1 

      a (il) = hovra 

      ia(il) = iv 

      ja(il) = i1  + (j1 -1)*nx + (k1 -1)*nxny 

                  endif 

                       endif 

  100 continue 

    endif 

 

c * * ground 

c      if(i.eq.1. and. j.eq.2 .and. k.eq.50) then 

c      a(is) = a(is) - 1000. 

c                                            endif 

c 

   10 continue 

c 

      do i = 1,il 

      if(a(i).eq.0.d0) then 

      print *,"found zero",i 

                       endif 

      enddo 

c 

      if(iv.gt.nequ) then 

      print *,"array dimen error nequ", nequ, iv 

                     endif 

      if(il.gt.nelt) then 

      print *,"array dimen error nelt", nelt, il 

                     endif 

C 

C         Change to SLAP input matrix IA, JA, A to SLAP-Column format. 

      CALL DS2Y( IV, IL, IA, JA, A, ISYM ) 

C 

C 

C***BEGIN PROLOGUE  DGMRES 

C***PURPOSE  Preconditioned GMRES iterative sparse Ax=b solver. 

C            This routine uses the generalized minimum residual 

C            (GMRES) method with preconditioning to solve 

C            non-symmetric linear systems of the form: Ax = b. 

C***LIBRARY   SLATEC (SLAP) 

C***CATEGORY  D2A4, D2B4 

C***TYPE      DOUBLE PRECISION (SGMRES-S, DGMRES-D) 

C***KEYWORDS  GENERALIZED MINIMUM RESIDUAL, ITERATIVE PRECONDITION, 

C             NON-SYMMETRIC LINEAR SYSTEM, SLAP, SPARSE 

C***AUTHOR  Brown, Peter, (LLNL), pnbrown@llnl.gov 

C           Hindmarsh, Alan, (LLNL), alanh@llnl.gov 

C           Seager, Mark K., (LLNL), seager@llnl.gov 

C             Lawrence Livermore National Laboratory 

C             PO Box 808, L-60 

C             Livermore, CA 94550 (510) 423-3141 

C***DESCRIPTION 

C 

c 
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      ISYM = 0 

      ITOL = 1 

      TOL  = 1.D-6 

      ITMAX= nloopmx 

      IUNIT= 6 

      KMP  = MAXL 

      JSCAL= 0 

      JPRE = 0 

      NRMAX= int(ITMAX/MAXL) - 1 

      IGWK(1) = MAXL 

      IGWK(2) = KMP 

      IGWK(3) = JSCAL 

      IGWK(4) = JPRE 

      IGWK(5) = NRMAX 

      IGWK(6) = 0 

      IGWK(7) = 0 

C      

      IWORK(4) = 1 

C 

C         Compute the inverse of the diagonal of the matrix. 

C      CALL DSDS(NEQU, NELT, IA, JA, A, ISYM, RWORK(1)) 

C 

      CALL DGMRES (IV, B, X, IL, IA, JA, A, ISYM, DSMV, DSDI, 

     +   ITOL, TOL, ITMAX, ITER, ERR, IERR, IUNIT, SB, SX, RGWK, LRGW, 

     +   IGWK, LIGW, LENW, RWORK, IWORK) 

C 

      if(abs(err).gt.tol) failed = .true. 

      if(ierr.ne.0) then 

      failed = .true. 

      if(ierr.eq.1) 

     . print *,'Insufficient storage allocated for RGWK or IGWK'  

      if(ierr.eq.2) then 

      if(iter.lt.itmax) then 

       print *,'Routine DGMRES failed iteration has stalled'  

                        else 

       print *,'DGMRES failed to converge in ITMAX steps'  

                        endif 

                    endif 

      if(ierr.eq.-1) 

     . print *,'Error return.  Insufficient length for RGWK array'  

      if(ierr.eq.-2) 

     . print *,'Error return.  Inconsistent ITOL and JPRE values'  

                    endif 

c 

      il = 0 

      do 210 k=1,nz-1 

      do 210 j=1,ny 

      do 210 i=1,nx 

c 

c 

c * * vijk 

      il = il + 1 

      v(i,j,k) = x(il) 

c 

  210 continue 

c 

c 

      do j=1,ny 

       do i=1,nx 

       v(i,j,nz) = v(i,j,1) 

       enddo 

      enddo 

c 

      return 

C***DESCRIPTION 

C 

C *Usage: 

C      INTEGER   N, NELT, IA(NELT), JA(NELT), ISYM, ITOL, ITMAX 

C      INTEGER   ITER, IERR, IUNIT, LRGW, IGWK(LIGW), LIGW 

C      INTEGER   IWORK(USER DEFINED) 

C      DOUBLE PRECISION B(N), X(N), A(NELT), TOL, ERR, SB(N), SX(N) 



 

 83 

C      DOUBLE PRECISION RGWK(LRGW), RWORK(USER DEFINED) 

C      EXTERNAL  MATVEC, MSOLVE 

C 

C      CALL DGMRES(N, B, X, NELT, IA, JA, A, ISYM, MATVEC, MSOLVE, 

C     $     ITOL, TOL, ITMAX, ITER, ERR, IERR, IUNIT, SB, SX, 

C     $     RGWK, LRGW, IGWK, LIGW, RWORK, IWORK) 

C 

C *Arguments: 

C N      :IN       Integer. 

C         Order of the Matrix. 

C B      :IN       Double Precision B(N). 

C         Right-hand side vector. 

C X      :INOUT    Double Precision X(N). 

C         On input X is your initial guess for the solution vector. 

C         On output X is the final approximate solution. 

C NELT   :IN       Integer. 

C         Number of Non-Zeros stored in A. 

C IA     :IN       Integer IA(NELT). 

C JA     :IN       Integer JA(NELT). 

C A      :IN       Double Precision A(NELT). 

C         These arrays contain the matrix data structure for A. 

C         It could take any form.  See "Description", below, 

C         for more details. 

C ISYM   :IN       Integer. 

C         Flag to indicate symmetric storage format. 

C         If ISYM=0, all non-zero entries of the matrix are stored. 

C         If ISYM=1, the matrix is symmetric, and only the upper 

C         or lower triangle of the matrix is stored. 

C MATVEC :EXT      External. 

C         Name of a routine which performs the matrix vector multiply 

C         Y = A*X given A and X.  The name of the MATVEC routine must 

C         be declared external in the calling program.  The calling 

C         sequence to MATVEC is: 

C             CALL MATVEC(N, X, Y, NELT, IA, JA, A, ISYM) 

C         where N is the number of unknowns, Y is the product A*X 

C         upon return, X is an input vector, and NELT is the number of 

C         non-zeros in the SLAP IA, JA, A storage for the matrix A. 

C         ISYM is a flag which, if non-zero, denotes that A is 

C         symmetric and only the lower or upper triangle is stored. 

C MSOLVE :EXT      External. 

C         Name of the routine which solves a linear system Mz = r for 

C         z given r with the preconditioning matrix M (M is supplied via 

C         RWORK and IWORK arrays.  The name of the MSOLVE routine must 

C         be declared external in the calling program.  The calling 

C         sequence to MSOLVE is: 

C             CALL MSOLVE(N, R, Z, NELT, IA, JA, A, ISYM, RWORK, IWORK) 

C         Where N is the number of unknowns, R is the right-hand side 

C         vector and Z is the solution upon return.  NELT, IA, JA, A and 

C         ISYM are defined as above.  RWORK is a double precision array 

C         that can be used to pass necessary preconditioning information 

C         and/or workspace to MSOLVE.  IWORK is an integer work array 

C         for the same purpose as RWORK. 

C ITOL   :IN       Integer. 

C         Flag to indicate the type of convergence criterion used. 

C         ITOL=0  Means the  iteration stops when the test described 

C                 below on  the  residual RL  is satisfied.  This is 

C                 the  "Natural Stopping Criteria" for this routine. 

C                 Other values  of   ITOL  cause  extra,   otherwise 

C                 unnecessary, computation per iteration and     are 

C                 therefore  much less  efficient.  See  ISDGMR (the 

C                 stop test routine) for more information. 

C         ITOL=1  Means   the  iteration stops   when the first test 

C                 described below on  the residual RL  is satisfied, 

C                 and there  is either right  or  no preconditioning 

C                 being used. 

C         ITOL=2  Implies     that   the  user    is   using    left 

C                 preconditioning, and the second stopping criterion 

C                 below is used. 

C         ITOL=3  Means the  iteration stops   when  the  third test 

C                 described below on Minv*Residual is satisfied, and 

C                 there is either left  or no  preconditioning being 
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C                 used. 

C         ITOL=11 is    often  useful  for   checking  and comparing 

C                 different routines.  For this case, the  user must 

C                 supply  the  "exact" solution or  a  very accurate 

C                 approximation (one with  an  error much less  than 

C                 TOL) through a common block, 

C                     COMMON /DSLBLK/ SOLN( ) 

C                 If ITOL=11, iteration stops when the 2-norm of the 

C                 difference between the iterative approximation and 

C                 the user-supplied solution  divided by the  2-norm 

C                 of the  user-supplied solution  is  less than TOL. 

C                 Note that this requires  the  user to  set up  the 

C                 "COMMON     /DSLBLK/ SOLN(LENGTH)"  in the calling 

C                 routine.  The routine with this declaration should 

C                 be loaded before the stop test so that the correct 

C                 length is used by  the loader.  This procedure  is 

C                 not standard Fortran and may not work correctly on 

C                 your   system (although  it  has  worked  on every 

C                 system the authors have tried).  If ITOL is not 11 

C                 then this common block is indeed standard Fortran. 

C TOL    :INOUT    Double Precision. 

C         Convergence criterion, as described below.  If TOL is set 

C         to zero on input, then a default value of 500*(the smallest 

C         positive magnitude, machine epsilon) is used. 

C ITMAX  :DUMMY    Integer. 

C         Maximum number of iterations in most SLAP routines.  In 

C         this routine this does not make sense.  The maximum number 

C         of iterations here is given by ITMAX = MAXL*(NRMAX+1). 

C         See IGWK for definitions of MAXL and NRMAX. 

C ITER   :OUT      Integer. 

C         Number of iterations required to reach convergence, or 

C         ITMAX if convergence criterion could not be achieved in 

C         ITMAX iterations. 

C ERR    :OUT      Double Precision. 

C         Error estimate of error in final approximate solution, as 

C         defined by ITOL.  Letting norm() denote the Euclidean 

C         norm, ERR is defined as follows.. 

C 

C         If ITOL=0, then ERR = norm(SB*(B-A*X(L)))/norm(SB*B), 

C                               for right or no preconditioning, and 

C                         ERR = norm(SB*(M-inverse)*(B-A*X(L)))/ 

C                                norm(SB*(M-inverse)*B), 

C                               for left preconditioning. 

C         If ITOL=1, then ERR = norm(SB*(B-A*X(L)))/norm(SB*B), 

C                               since right or no preconditioning 

C                               being used. 

C         If ITOL=2, then ERR = norm(SB*(M-inverse)*(B-A*X(L)))/ 

C                                norm(SB*(M-inverse)*B), 

C                               since left preconditioning is being 

C                               used. 

C         If ITOL=3, then ERR =  Max  |(Minv*(B-A*X(L)))(i)/x(i)| 

C                               i=1,n 

C         If ITOL=11, then ERR = norm(SB*(X(L)-SOLN))/norm(SB*SOLN). 

C IERR   :OUT      Integer. 

C         Return error flag. 

C               IERR = 0 => All went well. 

C               IERR = 1 => Insufficient storage allocated for 

C                           RGWK or IGWK. 

C               IERR = 2 => Routine DGMRES failed to reduce the norm 

C                           of the current residual on its last call, 

C                           and so the iteration has stalled.  In 

C                           this case, X equals the last computed 

C                           approximation.  The user must either 

C                           increase MAXL, or choose a different 

C                           initial guess. 

C               IERR =-1 => Insufficient length for RGWK array. 

C                           IGWK(6) contains the required minimum 

C                           length of the RGWK array. 

C               IERR =-2 => Illegal value of ITOL, or ITOL and JPRE 

C                           values are inconsistent. 

C         For IERR <= 2, RGWK(1) = RHOL, which is the norm on the 
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C         left-hand-side of the relevant stopping test defined 

C         below associated with the residual for the current 

C         approximation X(L). 

C IUNIT  :IN       Integer. 

C         Unit number on which to write the error at each iteration, 

C         if this is desired for monitoring convergence.  If unit 

C         number is 0, no writing will occur. 

C SB     :IN       Double Precision SB(N). 

C         Array of length N containing scale factors for the right 

C         hand side vector B.  If JSCAL.eq.0 (see below), SB need 

C         not be supplied. 

C SX     :IN       Double Precision SX(N). 

C         Array of length N containing scale factors for the solution 

C         vector X.  If JSCAL.eq.0 (see below), SX need not be 

C         supplied.  SB and SX can be the same array in the calling 

C         program if desired. 

C RGWK   :INOUT    Double Precision RGWK(LRGW). 

C         Double Precision array used for workspace by DGMRES. 

C         On return, RGWK(1) = RHOL.  See IERR for definition of RHOL. 

C LRGW   :IN       Integer. 

C         Length of the double precision workspace, RGWK. 

C         LRGW >= 1 + N*(MAXL+6) + MAXL*(MAXL+3). 

C         See below for definition of MAXL. 

C         For the default values, RGWK has size at least 131 + 16*N. 

C IGWK   :INOUT    Integer IGWK(LIGW). 

C         The following IGWK parameters should be set by the user 

C         before calling this routine. 

C         IGWK(1) = MAXL.  Maximum dimension of Krylov subspace in 

C            which X - X0 is to be found (where, X0 is the initial 

C            guess).  The default value of MAXL is 10. 

C         IGWK(2) = KMP.  Maximum number of previous Krylov basis 

C            vectors to which each new basis vector is made orthogonal. 

C            The default value of KMP is MAXL. 

C         IGWK(3) = JSCAL.  Flag indicating whether the scaling 

C            arrays SB and SX are to be used. 

C            JSCAL = 0 => SB and SX are not used and the algorithm 

C               will perform as if all SB(I) = 1 and SX(I) = 1. 

C            JSCAL = 1 =>  Only SX is used, and the algorithm 

C               performs as if all SB(I) = 1. 

C            JSCAL = 2 =>  Only SB is used, and the algorithm 

C               performs as if all SX(I) = 1. 

C            JSCAL = 3 =>  Both SB and SX are used. 

C         IGWK(4) = JPRE.  Flag indicating whether preconditioning 

C            is being used. 

C            JPRE = 0  =>  There is no preconditioning. 

C            JPRE > 0  =>  There is preconditioning on the right 

C               only, and the solver will call routine MSOLVE. 

C            JPRE < 0  =>  There is preconditioning on the left 

C               only, and the solver will call routine MSOLVE. 

C         IGWK(5) = NRMAX.  Maximum number of restarts of the 

C            Krylov iteration.  The default value of NRMAX = 10. 

C            if IWORK(5) = -1,  then no restarts are performed (in 

C            this case, NRMAX is set to zero internally). 

C         The following IWORK parameters are diagnostic information 

C         made available to the user after this routine completes. 

C         IGWK(6) = MLWK.  Required minimum length of RGWK array. 

C         IGWK(7) = NMS.  The total number of calls to MSOLVE. 

C LIGW   :IN       Integer. 

C         Length of the integer workspace, IGWK.  LIGW >= 20. 

C RWORK  :WORK     Double Precision RWORK(USER DEFINED). 

C         Double Precision array that can be used for workspace in 

C         MSOLVE. 

C IWORK  :WORK     Integer IWORK(USER DEFINED). 

C         Integer array that can be used for workspace in MSOLVE. 

C 

C 

      end 
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